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PREFACE

This book is only nominally about computers. In an impor-
tant sense, the computer is used here merely as a vehicle for moving
certain ideas that are much more important than computers. The
reader who looks at a few of this book’s pages and turns away in
fright because he spots an equation or a bit of computer jargon here
and there should reconsider. He may think that he does not know
anything about computers, indeed, that computers are too compli-
cated for ordinary people to understand. But a major point of this
book is precisely that we, all of us, have made the world too much
into a computer, and that this remaking of the world in the image of
the computer started long before there were any electronic comput-
ers. Now that we have computers, it becomes somewhat easier to see
this imaginative transformation we have worked on the world. Now
we can use the computer itself—that is the idea of the computer—as
a metaphor to help us understand what we have done and are doing.

We are all used to hearing that the computer is a powerful
new instrument. But few people have any idea where the power of a
computer comes from. Chapters I to Il are devoted to explaining just



X Preface

that. With a modest investment in time and intellectual energy, any-
one who can read this Preface should be able to work his way
through those chapters. Chapters Il and III will be the most difficult,
but the reader who cannot master them should not therefore aban-
don the rest of the book. Really, the only point Chapters II and III
make is that computers are in some sense “‘universal” machines, that
they can (in a certain sense which is there explained) do “anything.”
The reader who is willing to take that assertion on faith may well
wish to skip from Chapter [ (which he should read) to Chapter IV.
Perhaps after he has finished the whole book, he will be tempted to
try Chapters II and III again.

The rest of the book contains the major arguments, which
are in essence, first, that there is a difference between man and
machine, and, second, that there are certain tasks which computers
ought not be made to do, independent of whether computers can be
made to do them.

The writing of this book has been an adventure to me. First
and most important, I have been cheered beyond my power to say
by the generosity and the intellectual and emotional support given
me by people who owe me absolutely nothing. But now I am very
greatly in their debt. I am thinking primarily of Lewis Mumford, that
grand old man, of Noam Chomsky, and of Steven Marcus, the liter-
ary critic. Each of them read large sections of the manuscript in
preparation (Lewis Mumford read all of it) and contributed the wis-
est and most useful kinds of criticism. But more than that, each
encouraged me to go on when I despaired. For there was often cause
for despair. I am acutely aware, for example, that there is nothing I
say in this book that has not been said better, certainly more elo-
quently, by others. But, as my friends continued to point out to me,
it seemed important to say these things again and again. And, as
Lewis Mumford often remarked, it sometimes matters that a mem-
ber of the scientific establishment say some things that humanists
have been shouting for ages.

More formally, I am indebted to my University, the Massa-
chusetts Institute of Technology, for granting me a leave of two
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years so that [ might pursue first the thinking which preceded the
writing, then the writing itself. I spent the first of those two happy
years at the Center for Advanced Study in the Behavioral Sciences at
Stanford, California.* It was there that [ met Steven Marcus, as well
as others of the Center’s Fellows, who struggled mightily to educate
a primitive engineer. The names John Platt, Paul Armer, Herbert
Weiner, Fredrick Redlich, Alexander Mitscherlich, and Israel Scheff-
ler immediately come to mind. I thank them for their efforts. No
failure of mine should, however, be counted against any of them. I
spent the second year as a Vinton Hayes Research Fellow at Harvard
University. There I had the good fortune to be able to renew an old
collegial association, namely, one with Professor Thomas Cheatham,
an outstanding computer scientist. He took the trouble to read al-
most the whole manuscript as it sprang from my pen. Professor
Hilary Putnam of Harvard’s Philosophy Department gave me many
hours of his valuable time. Without his help, encouragement, and
guidance | would have fallen into many more traps than I actually
did. It was also a stroke of good luck that Daniel C. Dennett, an
outstanding young philosopher from Tufts University, happened to
be spending the year at Harvard just when [ was there. His patience
with my philosophical naivety was unlimited. I can never adequately
discharge my debts to all these good people.

These few words of thanks acknowledge the fact that this
book—like, [ suspect, most others—has many co-authors whose
names will not appear on its cover. But in this instance that confes-
sion would be grievously incomplete if it did not include an ac-
knowledgment of the critical contributions that the book’s manu-
script editor, Aidan Kelly, made to it. I cannot, in a few words,
summarize what he did. Perhaps readers will understand if I say
simply that Aidan Kelly is a poet.

Finally, everyone who has ever written a book will know
what an enormous burden such a task imposes on the author’s fam-
ily. My wife, Ruth, suffered my retreats to my study with the utmost

* My fellowship was supported in part by National Science Foundation Grant No. SSH71-
01834 A01 from the Research Applied to National Needs (RANN) Program of NSF to the
Center. Of course, the opinions, findings, conclusions, and recommendations contained herein
are entirely mine and do not necessarily reflect the views of any sponsor.
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good will and patience. She helped me over the inevitable bouts
with the feelings of guilt that overcome an author when he is writ-
ing—for then he is not with his family even when he is with them—
and when he is not writing—for then he is not doing what he has set
himself to do. My children counted the pages as they mounted on
my desk. And they grieved when, as often happened, the stack of
pages in the wastebasket grew more quickly than that on my desk.
Most of all, they cheerfully endured the endless progress reports
that punctuated our dinner-table conversation. This book is Ruth’s
and our children’s as much as it is mine.

Fall 1975 Joseph Weizenbaum
Cambridge, Massachusetts
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INTRODUCTION

In 1935, Michael Polanyi, then holder of the Chair of Phys-
ical Chemistry at the Victoria University of Manchester, England,
was suddenly shocked into a confrontation with philosophical ques-
tions that have ever since dominated his life. The shock was admin-
istered by Nicolai Bukharin, one of the leading theoreticians of the
Russian Communist party, who told Polanyi that “under socialism
the conception of science pursued for its own sake would disappear,
for the interests of scientists would spontaneously turn to the prob-
lems of the current Five Year Plan.” Polanyi sensed then that “the
scientific outlook appeared to have produced a mechanical concep-
tion of man and history in which there was no place for science
itself.” And further that “this conception denied altogether any in-
trinsic power to thought and thus denied any grounds for claiming
freedom of thought.”?
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I don’t know how much time Polanyi thought he would de-
vote to developing an argument for a contrary concept of man and
history. His very shock testifies to the fact that he was in profound
disagreement with Bukharin, therefore that he already conceived of
man differently, even if he could not then give explicit form to his
concept. It may be that he determined to write a counterargument to
Bukharin’s position, drawing only on his own experience as a scien-
tist, and to have done with it in short order. As it turned out, how-
ever, the confrontation with philosophy triggered by Bukharin’s rev-
elation was to demand Polanyi’s entire attention from then to the
present day.

I recite this bit of history for two reasons. The first is to
illustrate that ideas which seem at first glance to be obvious and
simple, and which ought therefore to be universally credible once
they have been articulated, are sometimes buoys marking out
stormy channels in deep intellectual seas. That science is creative,
that the creative act in science is equivalent to the creative act in art,
that creation springs only from autonomous individuals, is such a
simple and, one might think, obvious idea. Yet Polanyi has, as have
many others, spent nearly a lifetime exploring the ground in which
it is anchored and the turbulent sea of implications which surrounds
it.

The second reason I recite this history is that I feel myself to
be reliving part of it. My own shock was administered not by any
important political figure espousing his philosophy of science, but
by some people who insisted on misinterpreting a piece of work I
had done. I write this without bitterness and certainly not in a de-
fensive mood. Indeed, the interpretations I have in mind tended, if
anything, to overrate what little I had accomplished and certainly its
importance. No, I recall that piece of work now only because it
seems to me to provide the most parsimonious way of identifying
the issues I mean to discuss.

The work was done in the period 1964-1966, and was re-
ported in the computer-science literature in January 1966 and Au-
gust 1967. To summarize it briefly, | composed a computer program
with which one could “converse” in English. The human conversa-
tionalist partner would type his portion of the conversation on a
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typewriter connected to a computer, and the computer, under con-
trol of my program, would analyze the message that had so been
transmitted to it, compose a response to it in English, and cause the
response to be typed on the computer’s typewriter.

I chose the name ELIZA for the language analysis program
because, like the Eliza of Pygmalion fame, it could be taught to
“speak” increasingly well. Because conversations must be about
something, that is, because they must take place within some con-
text, the program was constructed in a two-tier arrangement, the
first tier consisting of the language analyzer and the second of a
script. The script is a set of rules rather like those that might be
given to an actor who is to use them to improvise around a certain
theme. Thus ELIZA could be given a script to enable it to maintain
a conversation about cooking eggs or about managing a bank check-
ing account, and so on. Each specific script thus enabled ELIZA to
play a specific conversational role.

For my first experiment, I gave ELIZA a script designed to
permit it to play (I should really say parody) the role of a Rogerian
psychotherapist engaged in an initial interview with a patient. The
Rogerian psychotherapist is relatively easy to imitate because much
of his technique consists of drawing his patient out by reflecting the
patient’s statements back to him. The following conversation be-
tween a young lady and Eliza playing doctor illustrates both the
Rogerian technique of encouraging a patient to keep talking and the
operation of the computer program ELIZA. The first to “speak” is
the young lady. The computer’s responses are printed entirely in
capitals.?

Men are all alike.

IN WHAT WAY

They're always bugging us about something or other.
CAN YOU THINK OF A SPECIFIC EXAMPLE

Well, my boyfriend made me come here.

YOUR BOYFRIEND MADE YOU COME HERE

He says I'm depressed much of the time.

I AM SORRY TO HEAR YOU ARE DEPRESSED
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It’s true. I am unhappy.

DO YOU THINK COMING HERE WILL HELP YOU NOT TO
BE UNHAPPY

I need some help, that much seems certain.

WHAT WOULD IT MEAN TO YOU IF YOU GOT SOME HELP
Perhaps I could learn to get along with my mother.

TELL ME MORE ABOUT YOUR FAMILY

My mother takes care of me.

WHO ELSE IN YOUR FAMILY TAKES CARE OF YOU

My father.

YOUR FATHER

You are like my father in some ways.

WHAT RESEMBLANCE DO YOU SEE

You are not very aggressive but I think you don’t want me to
notice that.

WHAT MAKE YOU THINK | AM NOT VERY AGGRESSIVE
You don’t argue with me.

WHY DO YOU THINK | DON'T ARGUE WITH YOU

You are afraid of me.

DOES IT PLEASE YOU TO BELIEVE | AM AFRAID OF YOU
My father is afraid of everybody.

WHAT ELSE COMES TO MIND WHEN YOU THINK OF YOUR
FATHER

Bullies.

DOES THAT HAVE ANYTHING TO DO WITH THE FACT
THAT YOUR BOYFRIEND MADE YOU COME HERE

DOCTOR, as ELIZA playing psychiatrist came to be known,
soon became famous around the Massachusetts Institute of Technol-
ogy, where it first came into existence, mainly because it was an easy
program to demonstrate. Most other programs could not vividly
demonstrate the information-processing power of a computer to
visitors who did not already have some specialized knowledge, say,
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of some branch of mathematics. DOCTOR, on the other hand, could
be appreciated on some level by anyone. Its power as a demonstra-
tion vehicle was further enhanced by the fact that the visitor could
actually participate in its operation. Soon copies of DOCTOR, con-
structed on the basis of my published description of it, began ap-
pearing at other institutions in the United States. The program be-
came nationally known and even, in certain circles, a national
plaything.

The shocks I experienced as DOCTOR became widely
known and “played” were due principally to three distinct events.

1. A number of practicing psychiatrists seriously believed the
DOCTOR computer program could grow into a nearly completely
automatic form of psychotherapy. Colby et al. write, for example,

“Further work must be done before the program will be ready
for clinical use. If the method proves beneficial, then it would pro-
vide a therapeutic tool which can be made widely available to men-
tal hospitals and psychiatric centers suffering a shortage of thera-
pists. Because of the time-sharing capabilities of modern and
future computers, several hundred patients an hour could be han-
dled by a computer system designed for this purpose. The human
therapist, involved in the design and operation of this system,
would not be replaced, but would become a much more efficient
man since his efforts would no longer be limited to the one-to-one
patient-therapist ratio as now exists.”’%"

[ had thought it essential, as a prerequisite to the very possibility
that one person might help another learn to cope with his emotional
problems, that the helper himself participate in the other’s experi-
ence of those problems and, in large part by way of his own em-

* Nor is Dr. Colby alone in his enthusiasm for computer administered psychotherapy. Dr.
Carl Sagan, the astrophysicist, recently commented on ELIZA in Natural History, vol. LXXXIV,
no. 1 (Jan. 1975), p. 10: “No such computer program is adequate for psychiatric use today, but
the same can be remarked about some human psychotherapists. In a period when more and
more people in our society seem to be in need of psychiatric counseling, and when time
sharing of computers is widespread, I can imagine the development of a network of computer
psychotherapeutic terminals, something like arrays of large telephone booths, in which, for a
few dollars a session, we would be able to talk with an attentive, tested, and largely non-
directive psychotherapist.”
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pathic recognition of them, himself come to understand them. There
are undoubtedly many techniques to facilitate the therapist’s imagi-
native projection into the patient’s inner life. But that it was possible
for even one practicing psychiatrist to advocate that this crucial com-
ponent of the therapeutic process be entirely supplanted by pure
technique—that I had not imagined! What must a psychiatrist who
makes such a suggestion think he is doing while treating a patient,
that he can view the simplest mechanical parody of a single inter-
viewing technique as having captured anything of the essence of a
human encounter? Perhaps Colby et al. give us the required clue
when they write;

A human therapist can be viewed as an information processor
and decision maker with a set of decision rules which are closely
linked to short-range and long-range goals, . . . He is guided in
these decisions by rough empiric rules telling him what is appro-
priate to say and not to say in certain contexts. To incorporate
these processes, to the degree possessed by a human therapist, in
the program would be a considerable undertaking, but we are at-
tempting to move in this direction.”*

What can the psychiatrist’s image of his patient be when he sees
himself, as therapist, not as an engaged human being acting as a
healer, but as an information processor following rules, etc.?

Such questions were my awakening to what Polanyi had ear-
lier called a “scientific outlook that appeared to have produced a
mechanical conception of man.”

2. [ was startled to see how quickly and how very deeply people
conversing with DOCTOR became emotionally involved with the
computer and how unequivocally they anthropomorphized it. Once
my secretary, who had watched me work on the program for many
months and therefore surely knew it to be merely a computer pro-
gram, started conversing with it. After only a few interchanges with
it, she asked me to leave the room. Another time, | suggested I might
rig the system so that I could examine all conversations anyone had
had with it, say, overnight. I was promptly bombarded with accusa-
tions that what I proposed amounted to spying on people’s most
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intimate thoughts; clear evidence that people were conversing with
the computer as if it were a person who could be appropriately and
usefully addressed in intimate terms. I knew of course that people
form all sorts of emotional bonds to machines, for example, to mu-
sical instruments, motorcycles, and cars. And I knew from long ex-
perience that the strong emotional ties many programmers have to
their computers are often formed after only short exposures to their
machines. What I had not realized is that extremely short exposures
to a relatively simple computer program could induce powerful de-
lusional thinking in quite normal people. This insight led me to
attach new importance to questions of the relationship between the
individual and the computer, and hence to resolve to think about
them.

3. Another widespread, and to me surprising, reaction to the
ELIZA program was the spread of a belief that it demonstrated a
general solution to the problem of computer understanding of natu-
ral language. In my paper, [ had tried to say that no general solution
to that problem was possible, i.e., that language is understood only
in contextual frameworks, that even these can be shared by people
to only a limited extent, and that consequently even people are not
embodiments of any such general solution. But these conclusions
were often ignored. In any case, ELIZA was such a small and simple
step. Its contribution was, if any at all, only to vividly underline what
many others had long ago discovered, namely, the importance of
context to language understanding. The subsequent, much more
elegant, and surely more important work of Winograd® in computer
comprehension of English is currently being misinterpreted just as
ELIZA was. This reaction to ELIZA showed me more vividly than
anything I had seen hitherto the enormously exaggerated attribu-
tions an even well-educated audience is capable of making, even
strives to make, to a technology it does not understand. Surely, I
thought, decisions made by the general public about emergent tech-
nologies depend much more on what that public attributes to such
technologies than on what they actually are or can and cannot do. If,
as appeared to be the case, the public’s attributions are wildly mis-
conceived, then public decisions are bound to be misguided and
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often wrong. Difficult questions arise out of these observations;
what, for example, are the scientist’s responsibilities with respect to
making his work public? And to whom (or what) is the scientist
responsible?

As perceptions of these kinds began to reverberate in me, |
thought, as perhaps Polanyi did after his encounter with Bukharin,
that the questions and misgivings that had so forcefully presented
themselves to me could be disposed of quickly, perhaps in a short,
serious article. I did in fact write a paper touching on many points
mentioned here.® But gradually I began to see that certain quite
fundamental questions had infected me more chronically than I had
first perceived. I shall probably never be rid of them.

There are as many ways to state these basic questions as
there are starting points for coping with them. At bottom they are
about nothing less than man’s place in the universe. But I am profes-
sionally trained only in computer science, which is to say (in all
seriousness) that [ am extremely poorly educated; [ can mount nei-
ther the competence, nor the courage, not even the chutzpah, to
write on the grand scale actually demanded. | therefore grapple with
guestions that couple more directly to the concerns [ have expressed,
and hope that their larger implications will emerge spontaneously.

[ shall thus have to concern myself with the following kinds
of questions:

1. What is it about the computer that has brought the view of
man as a machine to a new level of plausibility? Clearly there have
been other machines that imitated man in various ways, e.g., steam
shovels. But not until the invention of the digital computer have
there been machines that could perform intellectual functions of
even modest scope; i.e., machines that could in any sense be said to
be intelligent. Now “artificial intelligence” (Al) is a subdiscipline of
computer science. This new field will have to be discussed. Ulti-
mately a line dividing human and machine intelligence must be
drawn. If there is no such line, then advocates of computerized psy-
chotherapy may be merely heralds of an age in which man has
finally been recognized as nothing but a clock-work. Then the con-



Introduction 9

sequences of such a reality would need urgently to be divined and
contemplated.

2. The fact that individuals bind themselves with strong emo-
tional ties to machines ought not in itself to be surprising. The in-
struments man uses become, after all, extensions of his body. Most
importantly, man must, in order to operate his instruments skill-
fully, internalize aspects of them in the form of kinesthetic and per-
ceptual habits. In that sense at least, his instruments become literally
part of him and modify him, and thus alter the basis of his affective
relationship to himself. One would expect man to cathect more in-
tensely to instruments that couple directly to his own intellectual,
cognitive, and emotive functions than to machines that merely ex-
tend the power of his muscles. Western man’s entire milieu is now
pervaded by complex technological extensions of his every func-
tional capacity. Being the enormously adaptive animal he is, man has
been able to accept as authentically natural (that is, as given by
nature) such technological bases for his relationship to himself, for
his identity. Perhaps this helps to explain why he does not question
the appropriateness of investing his most private feelings in a com-
puter. But then, such an explanation would also suggest that the
computing machine represents merely an extreme extrapolation of a
much more general technological usurpation of man’s capacity to act
as an autonomous agent in giving meaning to his world. It is there-
fore important to inquire into the wider senses in which man has
come to yield his own autonomy to a world viewed as machine.

3. It is perhaps paradoxical that just, when in the deepest sense
man has ceased to believe in—let alone to trust—his own autonomy,
he has begun to rely on autonomous machines, that is, on machines
that operate for long periods of time entirely on the basis of their
own internal realities. If his reliance on such machines is to be based
on something other than unmitigated despair or blind faith, he must
explain to himself what these machines do and even how they do
what they do. This requires him to build some conception of their
internal “realities.” Yet most men don’t understand computers to
even the slightest degree. So, unless they are capable of very great
skepticism (the kind we bring to bear while watching a stage magi-
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cian), they can explain the computer’s intellectual feats only by
bringing to bear the single analogy available to them, that is, their
model of their own .capacity to think. No wonder, then, that they
overshoot the mark; it is truly impossible to imagine a human who
could imitate ELIZA, for example, but for whom ELIZA’s language
abilities were his limit. Again, the computing machine is merely an
extreme example of a much more general phenomenon. Even the
breadth of connotation intended in the ordinary usage of the word
“machine,” large as it is, is insufficient to suggest its true generality.
For today when we speak of, for example, bureaucracy, or the uni-
versity, or almost any social or political construct, the image we
generate is all too often that of an autonomous machine-like pro-
cess.

These, then, are the thoughts and questions which have re-
fused to leave me since the deeper significances of the reactions to
ELIZA I have described began to become clear to me. Yet | doubt
that they could have impressed themselves on me as they did were it
not that I was (and am still) deeply involved in a concentrate of
technological society as a teacher in the temple of technology that is
the Massachusetts Institute of Technology, an institution that
proudly boasts of being “polarized around science and technology.”
There I live and work with colleagues, many of whom trust only
modern science to deliver reliable knowledge of the world. I confer
with them on research proposals to be made to government agen-
cies, especially to the Department of “Defense.” Sometimes I be-
come more than a little frightened as I contemplate what we lead
ourselves to propose, as well as the nature of the arguments we
construct to support our proposals. Then, too, [ am constantly con-
fronted by students, some of whom have already rejected all ways
but the scientific to come to know the world, and who seek only a
deeper, more dogmatic indoctrination in that faith (although that
word is no longer in their vocabulary). Other students suspect that
not even the entire collection of machines and instruments at M.I.T.
can significantly help give meaning to their lives. They sense the
presence of a dilemma in an education polarized around science and
technology, an education that implicitly claims to open a privileged
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access-path to fact, but that cannot tell them how to decide what is
to count as fact. Even while they recognize the genuine importance
of learning their craft, they rebel at working on projects that appear
to address themselves neither to answering interesting questions of
fact nor to solving problems in theory.

Such confrontations with my own day-to-day social reality
have gradually convinced me that my experience with ELIZA was
symptomatic of deeper problems. The time would come, | was sure,
when [ would no longer be able to participate in research proposal
conferences, or honestly respond to my students’ need for therapy
(yes, that is the correct word), without first attempting to make sense
of the picture my own experience with computers had so sharply
drawn for me.

Of course, the introduction of computers into our already
highly technological society has, as I will try to show, merely rein-
forced and amplified those antecedent pressures that have driven
man to an ever more highly rationalistic view of his society and an
ever more mechanistic image of himself. It is therefore important
that I construct my discussion of the impact of the computer on man
and his society so that it can be seen as a particular kind of encoding
of a much larger impact, namely, that on man’s role in the face of
technologies and techniques he may not be able to understand and
control. Conversations around that theme have been going on for a
long time. And they have intensified in the last few years.

Certain individuals of quite differing minds, temperaments,
interests, and training have—however much they differ among
themselves and even disagree on many vital questions—over the
years expressed grave concern about the conditions created by the
unfettered march of science and technology; among them are Mum-
ford, Arendt, Ellul, Roszak, Comfort, and Boulding. The computer
began to be mentioned in such discussions only recently. Now there
are signs that a full-scale debate about the computer is developing.
The contestants on one side are those who, briefly stated, believe
computers can, should, and will do everything, and on the other side
those who, like myself, believe there are limits to what computers
ought to be put to do.

It may appear at first glance that this is an in-house debate of
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little consequence except to a small group of computer technicians.
But at bottom, no matter how it may be disguised by technological
jargon, the question is whether or not every aspect of human
thought is reducible to a logical formalism, or, to put it into the
modern idiom, whether or not human thought is entirely comput-
able. That question has, in one form or another, engaged thinkers in
all ages. Man has always striven for principles that could organize
and give sense and meaning to his existence. But before modern
science fathered the technologies that reified and concretized its oth-
erwise abstract systems, the systems of thought that defined man'’s
place in the universe were fundamentally juridicial. They served to
define man’s obligations to his fellow men and to nature. The Judaic
tradition, for example, rests on the idea of a contractual relationship
between God and man. This relationship must and does leave room
for autonomy for both God and man, for a contract is an agreement
willingly entered into by parties who are free not to agree. Man’s
autonomy and his corresponding responsibility is a central issue of
all religious systems. The spiritual cosmologies engendered by mod-
ern science, on the other hand, are infected with the germ of logical
necessity. They, except in the hands of the wisest scientists and
philosophers, no longer content themselves with explanations of ap-
pearances, but claim to say how things actually are and must neces-
sarily be. In short, they convert truth to provability.

As one consequence of this drive of modern science, the
question, “What aspects of life are formalizable?”” has been trans-
formed from the moral question, “How and in what form may man’s
obligations and responsibilities be known?” to the question, “Of
what technological genus is man a species?”” Even some philosophers
whose every instinct rebels against the idea that man is entirely
comprehensible as a machine have succumbed to this spirit of the
times. Hubert Dreyfus, for example, trains the heavy guns of phe-
nomenology on the computer model of man.” But he limits his argu-
ment to the technical question of what computers can and cannot
do. I would argue that if computers could imitate man in every
respect—which in fact they cannot—even then it would be appropri-
ate, nay, urgent, to examine the computer in the light of man’s
perennial need to find his place in the world. The outcomes of prac-
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tical matters that are of vital importance to everyone hinge on how
and in what terms the discussion is carried out.

One position I mean to argue appears deceptively obvious: it
is simply that there are important differences between men and ma-
chines as thinkers. I would argue that, however intelligent machines
may be made to be, there are some acts of thought that ought to be
attempted only by humans. One socially significant question I thus
intend to raise is over the proper place of computers in the social
order. But, as we shall see, the issue transcends computers in that it
must ultimately deal with logicality itself—quite apart from whether
logicality is encoded in computer programs or not.

The lay reader may be forgiven for being more than slightly
incredulous that anyone should maintain that human thought is en-
tirely computable. But his very incredulity may itself be a sign of
how marvelously subtly and seductively modern science has come to
influence man’s imaginative construction of reality.

Surely, much of what we today regard as good and useful, as
well as much of what we would call knowledge and wisdom, we owe
to science. But science may also be seen as an addictive drug. Not
only has our unbounded feeding on science caused us to become
dependent on it, but, as happens with many other drugs taken in
increasing dosages, science has been gradually converted into a
slow-acting poison. Beginning perhaps with Francis Bacon’s mis-
reading of the genuine promise of science, man has been seduced
into wishing and working for the establishment of an age of ration-
ality, but with his vision of rationality tragically twisted so as to
equate it with logicality. Thus have we very nearly come to the point
where almost every genuine human dilemma is seen as a mere para-
dox, as a merely apparent contradiction that could be untangled by
judicious applications of cold logic derived from a higher standpoint.
Even murderous wars have come to be perceived as mere problems
to be solved by hordes of professional problemsolvers. As Hannah
Arendt said about recent makers and executors of policy in the Pen-
tagon:

“They were not just intelligent, but prided themselves on being
‘rational’ . . . They were eager to find formulas, preferably ex-
pressed in a pseudo-mathematical language, that would unify the
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most disparate phenomena with which reality presented them; that
is, they were eager to discover laws by which to explain and predict
political and historical facts as though they were as necessary, and
thus as reliable, as the physicists once believed natural phenomena
to be . . . [They] did not judge; they calculated. . . . an utterly
irrational confidence in the calculability of reality [became] the leit-
motif of the decision making.”?

And so too have nearly all political confrontations, such as those
between races and those between the governed and their governors,
come to be perceived as mere failures of communication. Such rips
in the social fabric can then be systematically repaired by the expert
application of the latest information-handling techniques—at least
so it is believed. And so the rationality-is-logicality equation, which
the very success of science has drugged us into adopting as virtually
an axiom, has led us to deny the very existence of human conflict,
hence the very possibility of the collision of genuinely incommensu-
rable human interests and of disparate human values, hence the
existence of human values themselves.

It may be that human values are illusory, as indeed B. F.
Skinner argues. If they are, then it is presumably up to science to
demonstrate that fact, as indeed Skinner (as scientist) attempts to do.
But then science must itself be an illusory system. For the only
certain knowledge science can give us is knowledge of the behavior
of formal systems, that is, systems that are games invented by man
himself and in which to assert truth is nothing more or less than to
assert that, as in a chess game, a particular board position was ar-
rived at by a sequence of legal moves. When science purports to
make statements about man’s experiences, it bases them on identifi-
cations between the primitive (that is, undefined) objects of one of
its formalisms, the pieces of one of its games, and some set of hu-
man observations. No such sets of correspondences can ever be
proved to be correct. At best, they can be falsified, in the sense that
formal manipulations of a system’s symbols may lead to symbolic
configurations which, when read in the light of the set of correspon-
dences in question, yield interpretations contrary to empirically ob-
served phenomena. Hence all empirical science is an elaborate struc-
ture built on piles that are anchored, not on bedrock as is commonly
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supposed, but on the shifting sand of fallible human judgment, con-
jecture, and intuition. It is not even true, again contrary to common
belief, that a single purported counter-instance that, if accepted as
genuine would certainly falsify a specific scientific theory, generally
leads to the immediate abandonment of that theory. Probably all
scientific theories currently accepted by scientists themselves (ex-
cepting only those purely formal theories claiming no relation to the
empirical world) are today confronted with contradicting evidence of
more than negligible weight that, again if fully credited, would logi-
cally invalidate them. Such evidence is often explained (that is, ex-
plained away) by ascribing it to error of some kind, say, observa-
tional error, or by characterizing it as inessential, or by the
assumption (that is, the faith) that some yet-to-be-discovered way of
dealing with it will some day permit it to be acknowledged but
nevertheless incorporated into the scientific theories it was originally
thought to contradict. In this way scientists continue to rely on al-
ready impaired theories and to infer “scientific fact” from them.*

The man in the street surely believes such scientific facts to
be as well-established, as well-proven, as his own existence. His
certitude is an illusion. Nor is the scientist himself immune to the
same illusion. In his praxis, he must, after all, suspend disbelief in
order to do or think anything at all. He is rather like a theatergoer,
who, in order to participate in and understand what is happening on
the stage, must for a time pretend to himself that he is witnessing
real events. The scientist must believe his working hypothesis, to-
gether with its vast underlying structure of theories and assump-
tions, even if only for the sake of the argument. Often the “argu-
ment”’ extends over his entire lifetime. Gradually he becomes what
he at first merely pretended to be: a true believer. I choose the word
“argument’” thoughtfully, for scientific demonstrations, even mathe-
matical proofs, are fundamentally acts of persuasion.

* Thus, Charles Everett writes on the now-discarded phlogiston theory of combustion (in
the Encyclopaedia Britannica, 11th ed., 1911, vol. VI, p. 34): “The objections of the anti-
phlogistonists, such as the fact that the calices weigh more than the original metals instead of
less as the theory suggests, were answered by postulating that phlogiston was a principle of
levity, or even completely ignored as an accident, the change in qualities being regarded as the
only matter of importance.” Everett lists H. Cavendish and J. Priestley, both great scientists of
their time, as adherents to the phlogiston theory.
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Scientific statements can never be certain; they can be only
more or less credible. And credibility is a term in individual psychol-
ogy, i.e., a term that has meaning only with respect to an individual
observer. To say that some proposition is credible is, after all, to say
that it is believed by an agent who is free not to believe it, that is, by
an observer who, after exercising judgment and (possibly) intuition,
chooses to accept the proposition as worthy of his believing it. How
then can science, which itself surely and ultimately rests on vast
arrays of human value judgments, demonstrate that human value
judgments are illusory? It cannot do so without forfeiting its own
status as the single legitimate path to understanding man and his
world.

But no merely logical argument, no matter how cogent or
eloquent, can undo this reality: that science has become the sole
legitimate form of understanding in the common wisdom. When [
say that science has been gradually converted into a slow-acting
poison, | mean that the attribution of certainty to scientific knowl-
edge by the common wisdom, an attribution now made so nearly
universally that it has become a commonsense dogma, has virtually
delegitimatized all other ways of understanding. People viewed the
arts, especially literature, as sources of intellectual nourishment and
understanding, but today the arts are perceived largely as entertain-
ments. The ancient Greek and Oriental theaters, the Shakespearian
stage, the stages peopled by the Ibsens and Chekhovs nearer to our
day—these were schools. The curricula they taught were vehicles for
understanding the societies they represented. Today, although an
occasional Arthur Miller or Edward Albee survives and is permitted
to teach on the New York or London stage, the people hunger only
for what is represented to them to be scientifically validated knowl-
edge. They seek to satiate themselves at such scientific cafeterias as
Psychology Today, or on popularized versions of the works of Mas-
ters and Johnson, or on scientology as revealed by L. Ron Hubbard.
Belief in the rationality-logicality equation has corroded the pro-
phetic power of language itself. We can count, but we are rapidly
forgetting how to say what is worth counting and why.
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ON TOOLS

The stories of man and of his machines are inseparably
woven together. Machines have enabled man to transform his phys-
ical environment. With their aid he has plowed the land and built
cities and dug great canals. These transformations of man’s habitat
have necessarily induced mutations in his societal arrangements. But
even more crucially, the machines of man have strongly determined
his very understanding of his world and hence of himself. Man is
conscious of himself, of the existence of others like himself, and of a
world that is, at least to some extent, malleable. Most importantly,
man can foresee. In the act of designing implements to harrow the
pliant soil, he rehearses their action in his imagination. Moreover,
since he is conscious of himself as a social creature and as one who
will inevitably die, he is necessarily a teacher. His tools, whatever
their primary practical function, are necessarily also pedagogical in-
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struments. They are then part of the stuff out of which man fashions
his imaginative reconstruction of the world. It is within the intellec-
tual and social world he himself creates that the individual pre-
hearses and rehearses countless dramatic enactments of how the
world might have been and what it might become. That world is the
repository of his subjectivity. Therefore it is the stimulator of his
consciousness and finally the constructor of the material world itself.
It is this self-constructed world that the individual encounters as an
apparently external force. But he contains it within himself; what
confronts him is his own model of a universe, and, since he is part of
it, his model of himself.

Man can create little without first imagining that he can cre-
ate it. We can imagine the rehearsal of how he would use it that
must have gone on in a stone-age man while he laboriously con-
structed his axe. Did not each of us recapitulate this ancestral expe-
rience when as small children we constructed primitive toys of what-
ever material lay within our reach? But tools and machines do not
merely signify man’s imaginativeness and its creative reach, and
they are certainly not important merely as instruments for the trans-
formation of a malleable earth: they are pregnant symbols in them-
selves. They symbolize the activities they enable, i.e., their own use.
An oar is a tool for rowing, and it represents the skill of rowing in its
whole complexity. No one who has not rowed can see an oar as truly
an oar. The way someone who has never played one sees the violin
is simply not the same, by very far, as the way a violinist sees it. A
tool is also a model for its own reproduction and a script for the
reenactment of the skill it symbolizes. That is the sense in which it is
a pedagogic instrument, a vehicle for instructing men in other times
and places in culturally acquired modes of thought and action. The
tool as symbol in all these respects thus transcends its role as a
practical means toward certain ends: it is a constituent of man'’s
symbolic recreation of his world. It must therefore inevitably enter
into the imaginative calculus that constantly constructs his world. In
that sense, then, the tool is much more than a mere device: it is an
agent for change. It is even more than a fragment of a blueprint of a
world determined for man and bequeathed to him by his fore-
bearers—although it is that too.
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It is readily understandable that hand-held tools and espe-
cially hand-held weapons have direct effects on the imaginations of
individuals who use them. When hunters acquired spears, for exam-
ple, they must have seen themselves in an entirely new relationship
to their world. Large animals which had earlier raided their
foodstores and even attacked their children and which they feared,
now became man’s prey. Man’s source of food grew, for now men
could kill animals at a distance, including many species that had
eluded them before. The effectively greater abundance of food must
also have enlarged the domain over which they could range, thus
increasing the likelihood that they would meet other people. Their
experience of the world changed and so too must have their idea of
their place in it.

The six-shooter of the nineteenth-century American West
was known as the “great equalizer,” a name that eloquently testifies
to what that piece of hardware did to the self-image of gun-toters
who, when denuded of their weapons, felt themselves disadvantaged
with respect to their fellow citizens. But devices and machines, per-
haps known to (and certainly owned and operated by) only a rela-
tively few members of society, have often influenced the self-image
of its individual members and the world-image of the society as a
whole quite as profoundly as have widely used hand tools. Ships of
all kinds, for example, were instrumental in informing man of the
vastness of his domain. They permitted different cultures to meet
and to cross-fertilize one another. The seafarer’s ships and all his
other artifacts, his myths and legends, effectively transmitted his lore
from generation to generation. And they informed the unconscious
of those who stayed on the land as much as that of those who
actually sailed. The printing press transformed the world even for
those millions who, say, in Martin Luther’s time, remained illiterate
and perhaps never actually saw a book. And of the great masses of
people all over the world whose lives were directly and dramatically
changed by the industrial revolution, how many ever actually oper-
ated a steam engine? Nor is modern society immune to huge shocks
administered as side effects of the introduction of new machines.
The cotton-picking machine was deployed in the cotton fields of the
American South beginning about 1955. It quickly destroyed the
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market for the only thing vast masses of black Southern agricultural
workers had to sell: their labor. Thus began the mass migration of
the American Black to the cities, particularly to such northern
manufacturing centers as Detroit, Chicago, and New York, but also
to the large Southern cities, such as Birmingham and Atlanta. Surely
this enormous change in the demography of the United States, this
internal migration of millions of its citizens, was and remains one of
the principal determinants of the course of the American civil-rights
movement. And that movement has nontrivially influenced the con-
sciousness of every American at least, if not of almost every living
adult anywhere on this earth.

What is the compelling urgency of the machine that it can so
intrude itself into the very stuff out of which man builds his world?

Many machines are functional additions to the human body,
virtually prostheses. Some, like the lever and the steam shovel ex-
tend the raw muscular power of their individual operators; some,
like the microscope, the telescope, and various measuring instru-
ments, are extensions of man’s sensory apparatus. Others extend the
physical reach of man. The spear and the radio, for example, permit
man to cast his influence over a range exceeding that of his arms and
voice, respectively. Man’s vehicles make it possible for him to travel
faster and farther than his legs alone would carry him, and they
allow him to transport great loads over vast distances. It is easy to
see how and why such prosthetic machines directly enhance man'’s
sense of power over the material world. And they have an important
psychological effect as well: they tell man that he can remake him-
self. Indeed, they are part of the set of symbols man uses to recreate
his past, i.e., to construct his history, and to create his future. They
signify that man, the engineer, can transcend limitations imposed on
him by the puniness of his body and of his senses. Once man could
kill another animal only by crushing or tearing it with his hands;
then he acquired the axe, the spear, the arrow, the ball fired from a
gun, the explosive shell. Now charges mounted on missiles can de-
stroy mankind itself. That is one measure of how far man has ex-
tended and remade himself since he began to make tools.

To construe the influence of prosthetic tools on man’s trans-
formation entirely in terms of the power they permitted man to
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aggregate to himself may invite a view of man’s relationship to na-
ture whose principal—indeed, almost sole—component is a raw
power struggle. Man, in this view, finally conquered nature simply
by mustering sufficient power to overcome natural space and time,
to engineer life and death, and finally to destroy the earth altogether.
But this idea is mistaken, even if we accept that man’s eternal dream
has been, not merely the discovery of nature, but its conquest, and
that that dream has now been largely realized. For if victory over
nature has been achieved in this age, then the nature over which
modern man reigns is a very different nature from that in which
man lived before the scientific revolution. Indeed, the trick that man
turned and that enabled the rise of modern science was nothing less
than the transformation of nature and of man’s perception of reality.

The paramount change that took place in the mental life of
man, beginning during roughly the fourteenth century, was in man’s
perception of time and consequently of space. Man had long ago
noticed (and, we may suppose, thought about) regularities in the
world about him. Alexander Marshack has shown that even Upper
Paleolithic man (circa 30,000 B.c.) had a notation for lunar cycles that
was, in Marshack’s words, “already evolved, complex and sophisti-
cated, a tradition that would seem to have been thousands of years
old by this point.”t But from Classical antiquity until relatively re-
cently, the regularity of the universe was searched for and perceived
in great thematic harmonies. The idea that nature behaves systemat-
ically in the sense we understand it—i.e., that every part and aspect
of nature may be isolated as a subsystem governed by laws describ-
able as functions of time—this idea could not have been even under-
stood by people who perceived time, not as a collection of abstract
units (i.e., hours, minutes, and seconds), but as a sequence of con-
stantly recurring events.

Times of day were known by events, such as the sun stand-
ing above a specific pile of rocks, or, as Homer tells us, by tasks
begun or ended, such as the yoking of the oxen (morning) and the
unyoking of the oxen (evening). Durations were indicated by refer-
ence to common tasks, e.g., the time needed to travel a well-known
distance or to boil fixed quantities of water. Seasonal times were
known by recurring seasonal events, e.g., the departure of birds.
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Until Darwin’s theory of evolution began to sink into the stream of
commonly held ideas, i.e., to become “common sense,” people knew
that the world about them—the world of reproducing plants and
animals, of rivers that flowed and dried up and flowed again, of seas
that pulsed in great tidal rhythms, and of the ever-repeating specta-
cles in the heavens—had always existed, and that its fundamental
law was eternal periodicity. Cosmological time, as well as the time
perceived in daily life, was therefore a sort of complex beating, a
repeating and echoing of events. Perhaps we can vaguely understand
it by contemplating, say, the great fugues of Bach. But a special form
of contemplation is required of us: we must not think in the modern
manner, i.e., of Bach as a “problem solver,” or of each of his opera in
his Art of the Fugue as being his increasingly refined “solution” to a
problem he had originally set himself. Instead we must think that
Bach had the whole plan in his mind all the time, that he thought of
the Art of the Fugue as a unified work with no beginning and no
end, itself eternal like the cosmos, and like it enormously intricate in
its connections, circles within circles within circles. We might then
find it possible to think of life as having been not merely punctuated
but entirely suffused by this kind of music, both on the grand cos-
mological-theological scale and on the small day-to-day level. Such
time is a revolution of cycles and epicycles within cycles, not the
receptacle of a uniformly flowing progression of abstract moments
we now “know” it to be. And nature itself consisted, to be sure, of
individual phenomena, but individual phenomena that were con-
stantly repeating metamorphoses of themselves, and hence were
permanent, eternal. “What is eternal is circular, and what is circular
is eternal,” Aristotle said, and even Galileo still believed the universe
to be eternal and to be governed by recurrence and periodicity.

Darwin’s understanding of time was radically different. He
saw nature itself as a process in time and the individual phenomena
of nature as irreversible metamorphoses. But he was far from being
the originator of the idea of progress that is now so much with us.
Indeed, he would not have been able to think his thoughts at all, if
something very nearly like our current ideas of time had not already
been an integral part of the common sense of his era.

How man’s perception of time changed from that of the an-
cients to ours illuminates the role played by another kind of ma-
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chine (one that is not prosthetic) in man’s transformation from a
creature of and living in nature to nature’s master.

The clock is not a prosthetic machine; its product is not an
extension of man’s muscles or senses, but hours, minutes, and sec-
onds, and today even micro-, nano-, and pico-seconds. Lewis Mum-
ford calls the clock, not the steam engine, “the key machine of the
modern industrial age.”? In the brilliant opening chapter of his
Technics and Civilization, he describes, among other things, how
during the Middle Ages the ordered life of the monasteries affected
life in the communities adjacent to them.

“The monastery was the seat of a regular life. . . . the habit of
order itself and the earnest regulation of time-sequences had be-
come almost second nature in the monastery. . . . the monaster-

ijes—at one time there were 40,000 under the Benedictine rule—
helped to give human enterprise the regular collective beat and
rhythm of the machine; for the clock is not merely a means of
keeping track of the hours, but of synchronizing the actions of
men. . . . by the thirteenth century there are definite records of
mechanical clocks, and by 1370 a well-designed ‘modern’ clock had
been built by Heinrich von Wyck at Paris. Meanwhile, bell towers
had come into existence, and the new clocks, if they did not have,
till the fourteenth century, a dial and a hand that translated the
movement of time into a movement through space, at all events
struck the hours. The clouds that could paralyze the sundial . . .
were no longer obstacles to time-keeping: summer or winter, day
or night, one was aware of the measured clank of the clock. The
instrument presently spread outside the monastery; and the regu-
lar striking of the bells brought a new regularity into the life of the
workman and the merchant. The bells of the clock tower almost
defined urban existence. Time-keeping passed into time-serving
and time-accounting and time-rationing. As this took place, Eter-
nity ceased gradually to serve as the measure and focus of human
actions.”?

Mumford goes on to make the crucial observation that the
clock “disassociated time from human events and helped create the
belief in an independent world of mathematically measurable se-
quences: the special world of science.”* The importance of that effect
of the clock on man’s perception of the world can hardly be exagger-
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ated. Our current view of time is so deeply ingrained in us, so much
“second nature” to us, that we are virtually incapable any longer of
identifying the role it plays in our thinking. Alexander Marshack
remarks:

““The concept of the time-factored process in the hard sciences is
today almost tautological, since all processes, simple or complex,
sequential or interrelated, finite or infinite, develop or continue
and have measurable or estimable rates, velocities, durations, peri-
odicities, and so on. However, the sciences which study these pro-
cesses are themselves ‘time-factored,” since the processes of cogni-
tion and recognition, of planning, research, analysis, comparison,
and interpretation are also sequential, interrelated, developmental
and cumulative.”®

Indeed, the two fundamental equations of physics that every high-
school student knows are F = ma and E = mc2 The a in the first
stands for acceleration, i.e., a change of velocity with time, and the ¢
in the second stands for the velocity of light, i.e., the displacement of
light with time.

I mention the clock here not merely because it was a crucial
determinant of man’s thinking—there were, after all, many other
inventions that helped initiate the new scientific rationalism; for ex-
ample, lines of longitude and latitude on the globe—but to show
that prosthetic machines alone do not account for man’s gain of
power over nature. The clock is clearly not a prosthetic machine; it
extends neither man’s muscle power nor his senses. It is an autono-
mous machine.

Many machines are automatic in the sense that, once they
are turned on, they may run by themselves for long periods of time.
But most automatic machines have to be set to their task and subse-
quently steered or regulated by sensors or by human drivers. An
autonomous machine is one that, once started, runs by itself on the
basis of an internalized model of some aspect of the real world.
Clocks are fundamentally models of the planetary system. They are
the first autonomous machines built by man, and until the advent of
the computer they remained the only truly important ones.

Where the clock was used to reckon time, man’s regulation
of his daily life was no longer based exclusively on, say, the sun’s
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position over certain rocks or the crowing of a cock, but was now
based on the state of an autonomously behaving model of a phe-
nomenon of nature. The various states of this model were given
names and thus reified. And the whole collection of them superim-
posed itself on the existing world and changed it, just as much as a
cataclysmic rearrangement of its geography or climate might have
changed it. Man now had to develop new senses for finding his way
about the world. The clock had created literally a new reality; and
that is what I meant when I said earlier that the trick man turned
that prepared the scene for the rise of modern science was nothing
less than the transformation of nature and of his perception of real-
ity. It is important to realize that this newly created reality was and
remains an impoverished version of the older one, for it rests on a
rejection of those direct experiences that formed the basis for, and
indeed constituted, the old reality. The feeling of hunger was re-
jected as a stimulus for eating; instead, one ate when an abstract
model had achieved a certain state, i.e., when the hands of a clock
pointed to certain marks on the clock’s face (the anthropomorphism
here is highly significant too), and similarly for signals for sleep and
rising, and so on.

This rejection of direct experience was to become one of the
principal characteristics of modern science. It was imprinted on
western European culture not only by the clock but also by the
many prosthetic sensing instruments, especially those that reported
on the phenomena they were set to monitor by means of pointers
whose positions were ultimately translated into numbers. Gradually
at first, then ever more rapidly and, it is fair to say, ever more com-
pulsively, experiences of reality had to be representable as numbers
in order to appear legitimate in the eyes of the common wisdom.
Today enormously intricate manipulations of often huge sets of
numbers are thought capable of producing new aspects of reality.
These are validated by comparing the newly derived numbers with
pointer readings on still more instruments that mediate between
man and nature, and which, of course, produce still more numbers.

“The scientific man has above all things to strive at self-
elimination in his judgments,” wrote Karl Pearson in 1892.¢ Of the
many scientists I know, only a very few would disagree with that
statement. Yet it must be acknowledged that it urges man to strive



26 Chapter 1

to become a disembodied intelligence, to himself become an instru-
ment, a machine. So far has man’s initially so innocent liaison with
prostheses and pointer readings brought him. And upon a culture so
fashioned burst the computer.

“Every thinker,” John Dewey wrote, “puts some portion of
an apparently stable world in peril and no one can predict what will
emerge in its place.” So too does everyone who invents a new tool
or, what amounts to the same thing, finds a new use for an old one.
The long historical perspective which aids our understanding of
Classical antiquity, of the Middle Ages, and of the beginnings of the
Modern Age also helps us to formulate plausible hypotheses to ac-
count for the new realities which emerged in those times to replace
older ones imperiled by the introduction of new tools. But as we
approach the task of understanding the warp and woof of the stories
that tell, on the one hand, of the changing consciousness of modern
man, and, on the other, of the development of contemporary tools
and particularly of the computer, our perspective necessarily flattens
out. We have little choice but to project the lessons yielded by our
understanding of the past, our plausible hypotheses, onto the pre-
sent and the future. And the difficulty of that task is vastly increased
by the fact that modern tools impact on society far more critically in
a much shorter time than earlier ones did.

The impulse the clock contributed toward the alllenatlon of
man from nature required centuries to penetrate and decisively af-
fect mankind as a whole. And even then, it had to synergistically
combine with many other emerging factors to exercise its influence.
The steam engine arrived when, in the common-sense view, time
and space were already quantified. An eternal nature governed by
immutable laws of periodicity implied a mandate, one made explicit
in holy books and exercised by institutional vicars of the eternal
order. That quasi-constitutional, hence constrained, authority had
long since been displaced by, for example, the relatively uncon-
strained authority of money, i.e., of value quantified, and especially
the value of a man’s labor quantified. These and many other circum-
stances combined to make it possible for the steam engine to even-
tually transform society radically. Later tools, e.g., the telephone, the
automobile, radio, impinged on a culture already enthralled by what
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economists call the pig principle: if something is good, more is bet-
ter. The hunger for more communication capacity and more speed,
often stimulated by the new devices themselves, as well by new
marketing techniques associated with them, enabled their rapid
spread throughout society and society’s increasingly rapid transfor-
mation under their influence.

When the first telegraph line connecting Texas with New
York was laid, doubts were expressed as to whether the people in
those places would have anything to say to one another. But by the
time the digital computer emerged from university laboratories and
entered the American business, military, and industrial establish-
ments, there were no doubts about its potential utility. To the con-
trary, American managers and technicians agreed that the computer
had come along just in time to avert catastrophic crises: were it not
for the timely introduction of computers, it was argued, not enough
people could have been found to staff the banks, the ever increas-
ingly complex communication and logistic problems of American
armed forces spread all over the world could not have been met, and
trading on the stock and commodity exchanges could not have been
maintained. The American corporation was faced with a “command
and control” problem similar to that confronting its military coun-
terpart. And like the Pentagon, it too was increasingly diversified
and internationalized. Unprecedentedly large and complex computa-
tional tasks awaited American society at the end of the Second
World War, and the computer, almost miraculously it would seem,
arrived just in time to handle them.

In fact, huge managerial, technological, and scientific prob-
lems had been solved without the aid of electronic computers in the
decades preceding the Second World War and especially during the
war itself. A dominant fraction of the industrial plant of the United
States was coordinated to provide the tools of war—foodstuffs,
clothing, etc.—and to supply the required transport to vast armies
spread all over the globe. The Manhattan Project produced the
atomic bomb without using electronic computers; yet the scientific
and engineering problems solved under its auspices required prob-
ably more computations than had been needed for all astronomical
calculations performed up to that time. The magnitude of its man-
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agerial task surely rivaled that of the Apollo Project of the sixties.
Most people today probably believe that the Apollo Project could
not have been managed without computers. The history of the Man-
hattan Project seems to contradict that belief. There are correspond-
ing beliefs about the need for computers in the management of large
corporations and of the military, about the indispensability of com-
puters in modern scientific computations, and, indeed, about the
impossibility of pursuing modern science and modern commerce at
all without the aid of computers.*

The belief in the indispensability of the computer is not en-
tirely mistaken. The computer becomes an indispensable compo-
nent of any structure once it is so thoroughly integrated with the
structure, so enmeshed in various vital substructures, that it can no
longer be factored out without fatally impairing the whole structure.
That is virtually a tautology. The utility of this tautology is that it
can reawaken us to the possibility that some human actions, e.g., the
introduction of computers into some complex human activities, may
constitute an irreversible commitment. It is not true that the Ameri-
can banking system or the stock and commodity markets or the
great manufacturing enterprises would have collapsed had the com-
puter not come along “just in time.” It is true that the specific way in
which these systems actually developed in the past two decades, and
are still developing, would have been impossible without the com-
puter. It is true that, were all computers to suddenly disappear,
much of the modern industrialized and militarized world would be
thrown into great confusion and possibly utter chaos. The computer
was not a prerequisite to the survival of modern society in the post-
war period and beyond; its enthusiastic, uncritical embrace by the
most “‘progressive” elements of American government, business,
and industry quickly made it a resource essential to society’s sur-

* I am sure that, had computers attained their present sophistication by 1940, technicians
participating in the Manhattan Project would have sworn that it too would have been impos-
sible without computers. And we would have had similarly fervent testimony from the design-
ers of Second World War aircraft, and from the managers of logistics of that war. If Germany
had had computers from the outset of Hitler’s dictatorship, common sense would today hold
that only with the aid of computers could the Nazis have controlled the German people and
implemented the systematic transportation of millions of people to death camps and their
subsequent murder. But the Second World War was fought, and the millions did die, when
there were still no computers.
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vival in the form that the computer itself had been instrumental in
shaping.

In 1947 ]J. W. Forrester wrote a memorandum to the U.S.
Navy “On the Use of Electronic Digital Computers as Automatic
Combat Information Centers.” Commenting on subsequent devel-
opments in 1961, he wrote,

“one could probably not have found [in 1947] five military officers
who would have acknowledged the possibility of a machine’s being
able to analyze the available information sources, the proper as-
signment of weapons, the generation of command instructions,
and the coordination of adjacent areas of military operations. . . .
During the following decade the.speed of military operations in-
creased until it became clear that, regardless of the assumed advan-
tages of human judgment decisions, the internal communication
speed of the human organization simply was not able to cope with
the pace of modern air warfare. This inability to act provided the
incentive.””

The decade of which Forrester speaks was filled with such incen-
tives, with discoveries that existing human organizations were ap-
proaching certain limits to their ability to cope with the ever faster
pace of modern life. The image Forrester invokes is of small teams of
men hurrying to keep up with events but falling ever further behind
because things are happening too fast and there is too much to do.
They have reached the limit of the team’s “internal speed.” Perhaps
this same imagery may serve as a provocative characterization also
for teams of bank clerks frantically sorting and posting checks in the
middle of the night, attacking ever larger mountains of checks that
must, according to law, be cleared by a fixed deadline. Perhaps all, or
at least many, of the limits of other kinds that were being ap-
proached during that decade may usefully be so characterized. After
all, it is ultimately the “internal speed” of some human organization
that will prove the limiting factor when, say, an automobile firm
attempts to run a production line capable of producing an astro-
nomical variety of cars at a high and constant rate, or when, say,
some central government agency takes the responsibility for guard-
ing millions of welfare clients against the temptation to cheat by
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closely monitoring both their welfare payments and whatever other
income they may, possibly illicitly, receive.

The “inability to act” which, as Forrester points out, “pro-
vided the incentive”” to augment or replace the low-internal-speed
human organizations with computers, might in some other historical
situation have been an incentive for modifying the task to be accom-
plished, perhaps doing away with it altogether, or for restructuring
the human organizations whose inherent limitations were, after all,
seen as the root of the trouble. It may be that the incentive provided
by the military’s inability to cope with the increasing complexity of
air warfare in the 1950’s could have been translated into a concern,
not for mustering techniques to enable the military to keep up with
their traditional missions, but for inventing new human organiza-
tions with new missions, missions relevant to more fundamental
questions about how peoples of diverse interests are to live with one
another. But the computer was used to build, in the words of one air
force colonel, “a servomechanism spread out over an area compara-
ble to the whole American continent,” that is, the SAGE air-defense
system. Of course, once “we’” had such a system, we had to assume
“they” had one too. We therefore had to apply our technology to
designing offensive weapons and strategies that could overpower
“our” defenses, i.e., “their” presumed defenses. We then had to
assume that “they” had similar weapons and strategies and there-
fore . . ., and so on to today’s MIRVs and MARVs and ABMs.

It may be that the people’s cultivated and finally addictive
hunger for private automobiles could have been satiated by giving
them a choice among, say, a hundred vehicles that actually differ
substantially from one another, instead of a choice among the astro-
nomical number of basically identical “models” that differ only triv-
ially from one another. Indeed, perhaps the private automobile
could have been downgraded as a means of personal transportation
in favor of mass transit in, and passenger rail between, the cities.
But the computer was used to automate the flow of parts to automo-
bile production lines so that people could choose from among mil-
lions of trivial options on their new cars.

It may be that social services such as welfare could have been
administered by humans exercising human judgment if the dispens-
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ing of such services were organized around decentralized, indig-
enous population groupings, such as neighborhoods and natural re-
gions. But the computer was used to automate the administration of
social services and to centralize it along established political lines. If
the computer had not facilitated the perpetuation and “improve-
ment” of existing welfare distribution systems—hence of their
philosophical rationales—perhaps someone might have thought of
eliminating much of the need for welfare by, for example, introduc-
ing negative income tax. The very erection of an enormously large
and complex computer based welfare administration apparatus,
however, created an interest in its maintenance and therefore in the
perpetuation of the welfare system itself. And such interests soon
become substantial barriers to innovation even if good reasons to
innovate later accumulate. In other words, many of the problems of
growth and complexity that pressed insistently and irresistibly for
response during the postwar decades could have served as incentives
for social and political innovation. An enormous acceleration of so-
cial invention, had it begun then, would now seem to us as natural a
consequence of man’s predicament in that time as does the flood of
technological invention and innovation that was actually stimulated.

Yes, the computer did arrive “just in time.” But in time for
what? In time to save—and save very nearly intact, indeed, to en-
trench and stabilize—social and political structures that otherwise
might have been either radically renovated or allowed to totter un-
der the demands that were sure to be made on them. The computer,
then, was used to conserve America’s social and political institutions.
It buttressed them and immunized them, at least temporarily,
against enormous pressures for change. Its influence has been sub-
stantially the same in other societies that have allowed the computer
to make substantial inroads upon their institutions: Japan and Ger-
many immediately come to mind.

The invention of the computer put a portion of an appar-
ently stable world in peril, as it is the function of almost every one of
man’s creative acts to do. And, true to Dewey’s dictum, no one could
have predicted what would emerge in its place. But of the many
paths to social innovation it opened to man, the most fateful was to
make it possible for him to eschew all deliberate thought of substan-
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tive change. That was the option man chose to exercise. The arrival
of the Computer Revolution and the founding of the Computer Age
have been announced many times. But if the triumph of a revolution
is to be measured in terms of the profundity of the social revisions it
entrained, then there has been no computer revolution. And how-
ever the present age is to be characterized, the computer is not epo-
nymic of it.

To say that the computer was initially used mainly to do
things pretty much as they had always been done, except to do them
more rapidly or, by some criteria, more efficiently, is not to distin-
guish it from other tools. Only rarely, if indeed ever, are a tool and
an altogether original job it is to do, invented together. Tools as
symbols, however, invite their imaginative displacements into other
than their original contexts. In their new frames of reference, that is,
as new symbols in an already established imaginative calculus, they
may themselves be transformed, and may even transform the origi-
nally prescriptive calculus. These transformations may, in turn, cre-
ate entirely new problems which then engender the invention of
hitherto literally unimaginable tools. In 1804, a hundred years after
the first stationary steam engines of Newcomen and Savery had
found common use in England to, for example, pump water out of
mines, Trevithik put a steam engine on a carriage and the carriage
on the tracks of a horse-tramway in Wales. This ripping out of
context of the stationary steam engine and its displacement into an
entirely new context transformed the engine into a locomotive, and
began the transformation of the horse-tramway into the modern
railroad. And incidentally, since it soon became necessary to guard
against collisions of trains traveling on the same track, a whole new
signaling technology was stimulated. New problems had been cre-
ated and, in response to them, new tools invented.

It is noteworthy that Thomas Savery, the builder of the first
steam engine that was applied practically in industry (circa 1700),
was also the first to use the term “horsepower” in approximately its
modern sense. Perhaps the term arose only because there were so
many horses when the steam engine replaced them, not only in its
first incarnation as a stationary power source, but also in its reincar-
nation as a locomotive. Still, the term “horsepower,” so very pointed
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in its suggestiveness, might well have provoked Trevithik’s imagina-
tion to probe in the direction it finally moved, to make the creative
leap that combined the steam engine and the horse-tramway in a
single unified frame of reference. Invention involves the imaginative
projection of symbols from one existing, and generally well-devel-
oped, frame of reference to another. It is to be expected that some
potent symbols will survive the passage nearly intact, and will exert
their influence on even the new framework.

Computers had horses of another color to replace. Before the
first modern electronic digital computers became available for what
we now call business data processing—that is, before the acquisition
of UNIVAC I by the U.S. Bureau of the Census in 1951—many
American businesses operated large so-called “tab rooms.” These
rooms housed machines that could punch the same kind of cards
(now commonly, if often mistakenly, called IBM cards) that are still
in use today, sort these cards according to arbitrary criteria, and
“tabulate” decks of such cards, i.e., list the information they con-
tained in long printed tables. Tab rooms produced mountains of
management reports for American government and industry, using
acres of huge clanking mechanical monsters. These machines could
verform only one operation on a deck of cards at a time. They could,
for example, sort the deck on a specific sorting key. If the sorted
deck had to be further sorted according to yet another criterion, the
new criterion had to be manually set into the machine and the deck
fed through the machine once more. Tab rooms were the horse-
tramways of business data processing, tab machines the horses.

In principle, even the earliest commercially available elec-
tronic computers, the UNIVAC I's, made entirely new and much
more efficient data-processing techniques possible, just as, in princi-
ple, the earliest steam engines could already have been mounted on
carriages and the carriages on tracks. Indeed, during and just after
the Second World War, the arts of operations research and systems
analysis, on which the sophisticated use of computers in business
was ultimately grounded, were developed to very nearly their full
maturity. Still, business used the early computers to simply “auto-
mate” its tab rooms, i.e., to perform exactly the earlier operations,
only now automatically and, presumably, more efficiently. The cru-
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cial transition, from the business computer as a mere substitute for
work-horse tab machines to its present status as a versatile informa-
tion engine, began when the power of the computer was projected
onto the framework already established by operations research and
systems analysis.

It must be added here that although the railroad in England
became important in its own right—it employed many workers, for
example—it also enormously increased the importance of many oth-
er forms of transportation. Similarly, the synergistic combination of
computers and systems analysis played a crucial role in the creation
and growth of the computer industry. It also breathed a new vitality
into systems analysis as such. During the first decade of the comput-
er’s serious invasion of business, when managers often decided their
businesses needed computers even though they had only the flim-
siest bases for such decisions, they also often undertook fairly pene-
trating systems analyses of their operations in order to determine
what their new computers were to do. In a great many cases such
studies revealed opportunities to improve operations, sometimes
radically, without introducing computers at all. Nor were computers
used in the studies themselves. Often, of course, computers were
installed anyway for reasons of, say, fashion or prestige.

A side effect of this oft-repeated experience was to firmly
establish systems analysis, and to a lesser extent operations research,
as a methodology for making business decisions. As the prestige of
systems analysis was fortified by its successes and as, simulta-
neously, the computer grew in power, the problems tackled by sys-
tems analysts became more and more complex, and the computer
appeared an ever more suitable instrument to handle great complex-
ity. Normally systems analysis appears, to the casual observer at
least, to have been swallowed up by the computer. This appearance
is misleading but not without significance. Systems analysis has sur-
vived and prospered as a discipline in its own right. The computer
has put muscles on its techniques. It has so greatly strengthened
them as to make them qualitatively different from their early man-
ual counterparts. The latter, consequently, have largely disappeared.
And the computer can no longer be factored out of the former.

The interaction of the computer with systems analysis is in-
structive from another point of view as well. It is important to un-
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derstand very clearly that strengthening a particular technique—
putting muscles on it—contributes nothing to its validity. For exam-
ple, there are computer programs that carry out with great precision
all the calculations required to cast the horoscope of an individual
whose time and place of birth are known. Because the computer
does all the tedious symbol manipulations, they can be done much
more quickly and in much more detail than is normally possible for
a human astrologer. But such an improvement in the technique of
horoscope casting is irrelevant to the validity of astrological forecast-
ing. If astrology is nonsense, then computerized astrology is just as
surely nonsense. Now, sometimes certain simple techniques are in-
valid for the domains to which they are applied merely because of
their very simplicity, whereas much more complicated techniques of
the same kind are valid in those domains. That is not true for astrol-
ogy, but may well be true of, say, numerical weather forecasting. For
the latter, the number of data that must be taken into account, and
the amount of computation that must be done on them in order to
produce an accurate weather forecast, may well be so large that no
team of humans, however large, could complete the computations in
any reasonable time whatever. And any simplification of the tech-
nique sufficient to reduce the computational task to proportions
manageable by humans would invalidate the technique itself. In
such cases the computer may contribute to making a hitherto im-
practical technique practical. But what has to be remembered is that
the validity of a technique is a question that involves the technique
and its subject matter. If a bad idea is to be converted into a good
one, the source of its weakness must be discovered and repaired. A
person falling into a manhole is rarely helped by making it possible
for him to fall faster or more efficiently.

It may seem odd, even paradoxical, that the enhancement of
a technique may expose its weaknesses and limitations, but it should
not surprise us. The capacity of the human mind for sloppy thinking
and for rationalizing, for explaining away the consequences of its
sloppy thinking, is very large. If a particular technique requires an
enormous amount of computation and if only a limited computa-
tional effort can be devoted to it, then a failure of the technique can
easily be explained away on the ground that, because of computa-
tional limitations, it was never really tested. The technique itself is
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immunized against critical examination by such evasions. Indeed, it
may well be fortified, for the belief that an otherwise faultless and
probably enormously powerful technique is cramped by some single
limitation tends to lead the devotee to put effort into removing that
limitation. When this limitation seems to him to be entirely compu-
tational, and when a computer is offered to help remove it, he may
well launch a program of intensive, time-consuming “‘research”
aimed simply at “computerizing” his technique. Such programs usu-
ally generate subproblems of a strictly computational nature that
tend, by virtue of their very magnitude, to increasingly dominate the
task and, unless great care is taken to avoid it, to eventually become
the center of attention. As ever more investment is made in attack-
ing these initially ancillary subproblems, and as progress is made in
cracking them, an illusion tends to grow that real work is being done
on the main problem. The poverty of the technique, if it is indeed
impotent to deal with its presumed subject matter, is thus hidden
behind a mountain of effort, much of which may well be successful
in its own terms. But these are terms in a constructed context that
has no substantive overlap with, or even relationship to, the context
determined by the problem to which the original technique is to be
applied. The collection of subproblems together with the lore, jar-
gon, and subtechniques which crystalized around them, becomes
reified. The larger this collection is, and the more human energy has
been invested in its creation, the more real it seems. And the harder
the subproblems were to solve and the more technical success was
gained in solving them, the more is the original technique fortified.

[ have discussed the role that tools play in man’s imaginative
reconstruction of his world and in the sharpening of his techniques.
However, tools play another related role as well: they constitute a
kind of language for the society that employs them, a language of
social action. Later on I will say more about language. Let it suffice
for now to characterize language somewhat incompletely as consist-
ing of a vocabulary—the words of the language—and a set of rules
that determine how individual vocabulary items may be concat-
enated to form meaningful sentences. I leave to one side for the
moment the innumerable mysteries that surround the concept of
meaning. I restrict myself to its narrowest conception, namely, that
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of the action which a particular “sentence” in the language of tools
initiates and accomplishes.

Ordinary language gains its expressive power in part from
the fact that each of its words has a restricted domain of meaning. It
would be impossible to say anything in a language that consisted
entirely of pronouns, for example. A tool too gains its power from
the fact that it permits certain actions and not others. For example, a
hammer has to be rigid. It can therefore not be used as a rope. There
can be no such things as general-purpose tools, just as there can be
no general-purpose words. We know that the use of specific words
in vastly general ways, for example, such words as “like” and
“y’know,” impoverishes rather than enriches current American Eng-
lish.

Perhaps it is as difficult to invent truly new tools as it is to
invent truly new words. But the twentieth century has witnessed the
invention of at least a modest number of tools that do actually ex-
tend the range of action of which the society is capable. The auto-
mobile and the highway, radio and television, and modern drugs
and surgical procedures immediately come to mind. These things
have enabled society to articulate patterns of action that were never
before possible. What is less often said, however, is that the society’s
newly created ways to act often eliminate the very possibility of
acting in older ways. An analogous thing happens in ordinary lan-
guage. For example, now that the word “inoperative” has been used
by high government officials as a euphemism for the word “lie,” it
can no longer be used to communicate its earlier meaning. Terms
like “free” (as in “the free world”’), “final solution,” “defense,” and
“aggression” have been so thoroughly debased by corrupt usage that
they have become essentially useless for ordinary discourse. Simi-
larly, a highway permits people to travel between the geographical
centers it connects, but, because of the side effects that it and other
factors synergistically engender, it imprisons poor people in inner
cities as effectively as if the cities were walled in. The mass-commu-
nication media are sometimes said to have reduced the earth to a
global village and to have enabled national and even global town
meetings. But, in contrast to the traditional New England town
meeting which was—and remains so in my home town—an exercise
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in participatory politics, the mass media permit essentially no talking
back. Like highways and automobiles, they enable the society to
articulate entirely new forms of social action, but at the same time
they irreversibly disable formerly available modes of social behavior.

The computer is, in a sense, a tool of this kind. It helped pry
open the door to outer space, and it saved certain societal institu-
tions that were threatened with collapse under the weight of a rap-
idly growing population. But its impact has also closed certain doors
that were once open . . . whether irreversibly or not, we cannot say
with certainty. There is a myth that computers are today making
important decisions cf the kind that were earlier made by people.
Perhaps there are isolated examples of that here and there in our
society. But the widely believed picture of managers typing ques-
tions of the form “What shall we do now?” into their computers and
then waiting for their computers to “decide” is largely wrong. What
is happening instead is that people have turned the processing of
information on which decisions must be based over to enormously
complex computer systems. They have, with few exceptions, re-
served for themselves the right to make decisions based on the out-
come of such computing processes. People are thus able to maintain
the illusion, and it is often just that, that they are after all the deci-
sionmakers. But, as we shall argue, a computing system that permits
the asking of only certain kinds of questions, that accepts only cer-
tain kinds of “data,” and that cannot even in principle be under-
stood by those who rely on it, such a computing system has effec-
tively closed many doors that were open before it was installed.

In order to understand how the computer attained so very
much power, both as an actor and as a force on the human imagina-
tion, we must first discuss where the power of the computer comes
from and how the computer does what it does. That is what we shall
turn our attention to in the next two chapters.
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WHERE THE POWER
OF THE COMPUTER
COMES FROM

Were we to see something very strange to us, say, a cloud
with straight, sharp edges, we would want to know what it was. And
were we told it was a fuba, then we would ask what a fuba was. But
there are things all around us that are so constantly part of our lives
that they are not strange to us and we don’t ask what they are. So it
is with machines. The word “machine” calls up images of complex
and yet somehow regular motion. The back-and-forth movement of
the needle of a sewing machine, so analogous both to the hustle of
the gyrating, thrusting connecting rods that drive the locomotive’s
wheels and to the tremor of the pulsating escapement mechanism of
the most delicate watch, such images almost sum up what we mean

Chapters 2 and 3 are somewhat technical. The reader who is not comfortable with technical

material might either skim these two chapters or postpone reading them until after the rest of
the book has been read.
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by “machine.” Almost. Sufficiently so that we need ask no further
what a machine is. Regularity, complexity, motion, power. Still,
there is more, and we know it.

We set a punch press into motion, and it mangles the hand
of a worker who gets too close to it. The very regularity of the
machine is its most fearsome property. We put it to its task and it
performs, regularly to be sure, but blindly as well. When we say that
justice is blind, we mean to commend it as being almost a machine
that performs its function without regard to irrelevant facts—but
facts nonetheless. To blind justice, whether the prisoner before the
bar is rich or is poor or is a man or is a woman is irrelevant. To the
punch press, whether the material in its jaws is a piece of metal or a
worker’s hand is irrelevant. Like all machines, blind justice and
punch presses do only what they are made to do—and that they do
exactly.

Machines, when they operate properly, are not merely law
abiding; they are embodiments of law. To say that a specific ma-
chine is “operating properly” is to assert that it is an embodiment of
a law we know and wish to apply. We expect an ordinary desk
calculator, for example, to be an embodiment of the laws of arithme-
tic we all know. Should it deliver what we believe to be a wrong
result, our faith in the lawfulness of the machine is so strong that we
usually assume we have made an error in punching in our data. It is
only when it repeatedly malfunctions that we decide there is “some-
thing wrong with the machine.” We never believe that the laws of
arithmetic have been repealed or amended. But neither do we ever
believe that the machine is behaving capriciously, i.e., in an unlaw-
ful manner. No, in order to restore it to its proper function we seek
to understand why it behaves as it now does, i.e., of what law it is
now an embodiment. We are pleased when we find, say, a broken
gear that accounts for its aberrant behavior. We have then discov-
ered its law. We now understand the machine we actually have and
are therefore in a position to repair it, i.e., to convert it to the ma-
chine we had originally, to an embodiment of the ordinary laws of
arithmetic. Indeed, we are often quite distressed when a repairman
returns a machine to us with the words, “I don’t know what was
wrong with it. I just jiggled it, and now it’s working fine.” He has
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confessed that he failed to come to understand the law of the broken
machine and we infer that he cannot now know, and neither can we
or anyone, the law of the “repaired” machine. If we depend on that
machine, we have become servants of a law we cannot know, hence
of a capricious law. And that is the source of our distress.

The machines that populate our world are no longer exclu-
sively, or even mainly, clanking monsters, the noisy motion of
whose parts defines them as machines. We have watches whose
works are patterns etched on tiny plastic chips, watches without any
moving parts whatever. Even their hands are gone. They tell the
time, when commanded to, by displaying illuminated numbers on
their faces. The rotating mills that once distributed electrical charges
to the spark plugs of our automotive engines have been replaced by
small black boxes again containing patterns etched on plastic chips,
that silently and motionlessly dole out the required pulses. We call
these, and a thousand other devices like them, machines too.

This stretching of the connotative range of the word “ma-
chine” has two quite separable significances: First, it testifies that the
folk wisdom recognizes the essential characteristic of the machine to
be its relentless regularity, its blind obedience of the law of which it
is an embodiment. And that regularity, as the folk wisdom perceives
correctly too, has little to do with material motion. This is the insight
which permits people to talk of, say, a bureaucracy or a system of
justice as a machine. Second, it reveals an implicit, though very
vague, understanding in the folk wisdom of the idea that one aspect
of mechanism has to do with information transfer and not with the
transmission of material power. The arrival of all sorts of electronic
machines, especially of the electronic computer, has changed our
image of the machine from that of a transducer and transmitter of
power to that of a transformer of information.

Many other machines have internal components whose
functions are primarily to transmit information, even though the
over-all function of these machines is to provide mechanical power.
Consider, for example, an ordinary four-cycle gasoline engine. It is,
of course, a power generator. One of its components is a tappet rod,
a straight steel rod whose bottom end rides on a camshaft and whose
top end can lift the exhaust valve of the cylinder to which it belongs.
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As the engine turns the main drive shaft, it also turns the camshaft
and the cam on which the tappet rod rides. The tappet rod therefore
performs an up-down motion which successively and at just the
correct times opens and closes the cylinder’s exhaust valve. In simple
gasoline engines the tappet rod provides both the power to move the
valve and the required timing. But in more complicated engines it
acts merely as a signaling device to some other agent that actually
manipulates the valve. We can imagine it being replaced by a wire
attached at one end to a device which senses when gas is to be
expelled from a cylinder and, at the other end, to a motor which
suitably actuates the valve. Many modern automobile engines are
equipped with electronic fuel injection systems that work very much
like this.

There is, however, a limit to the number of mechanical link-
ages in an automobile engine that can be replaced by information-
transmitting devices. The engine ought, after all, to deliver machan-
ical power to the wheels of the car. This requirement places the
engine’s designer under severe constraints. An engineer may very
well conceive an internally consistent set of laws, in other words, a
design, for an engine that can nevertheless not be realized. His de-
sign might require the machining of metals to tolerances that are
simply not achievable with the techniques available to him, for ex-
ample. Or the strengths of the materials required by his engines
may not be realizable with the then-available technologies. But
much more importantly, his design may be unrealizable in principle
because it violates physical law. This is the rock on which, for exam-
ple, all perpetual-motion machines will always crash. The laws em-
bodied by a machine that interacts with the real world must perforce
to be a subset of the laws governing the real world.

It is, of course, nonsensical to speak of an embodied ma-
chine, one made of material substance, that does not interact with
the real world. Were such a thing to exist, we could have no knowl-
edge of it—for, in order for it to give evidence of its existence to us,
it would have to affect our senses, hence to interact with the real
world. In any case, such a machine would be of no use, for by “use”
do we not mean interaction with the world?

But there are circumstances under which it is sensible to
speak of aspects of real machines that are separate from the ma-
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chines’ physical embodiments. We sometimes need, for example, to
discuss what a machine, or a part cf a machine, is to do, quite apart
from any consideration of how, or of what materials, one might
build a device to actually perform the desired action. For example,
some part of a gasoline engine must sense when a cylinder’s exhaust
valve is to be opened and when closed. That function may be real-
ized by a rigid tappet rod or, as I have said, by a wire suitably
connected to a sensor and a motor. The rule that such a device is to
follow, the law of which it is to be an embodiment, is an abstract
idea. It is independent of matter, of material embodiment, in short,
of everything except thought and reason. From such a rule, or “func-
tional specification,” as engineers like to say, any number of designs
may be evolved, e.g., one may be of a mechanical and another of an
electrical “tappet rod.” The design of a machine is again an abstrac-
tion. A good design, say, of a sewing machine, could be given to
several manufacturers, each of whom would produce sewing ma-
chines essentially indistinguishable from one another. In a sense
then such a good design is an abstract sewing machine. It is the
sewing machine which could be manufactured—minus, so to say,
the material components, the hardware, of the actual sewing ma-
chine. The design is also independent of the medium in which it
may be recorded. The blueprint of a machine is not its design. If it
were, then the design would change whenever the blueprint is en-
larged or redrawn in another color. No, a design is an abstract idea,
just as is a functional specification. And ideas, say, the idea of a
perpetual-motion machine, are not bound by the laws of physics.

Science-fiction writers are forever coming up with, in effect,
functional specifications for machines that may be physically unreal-
izable in that they would violate insurmountable physical principles.
One idea that crops up over and over again is that of instant commu-
nication over vast distances. Physics has it, however, that no mes-
sages in any form whatever can be sent from place to place at a
speed greater than that of light. Since the speed of light is finite
(approximately 186,000 miles per second), instant communication
over even short distances is impossible—at least according to mod-
ern physics. Are such ideas as are given us by science-fiction writers
therefore useless? No. For although our bodies must function in a
world constrained by natural law, our minds are free to leave it. We
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can give play to our ideas in a world constructed as if the finiteness
of the speed of light, for example, were no barrier to the speed of
communication generally. To assert that is to say no more than that
we may play games whose rules we make up ourselves. We may
determine the extent, if any, to which the rules of our games are to
correspond to any laws we may think govern the real world. The
game “Monopoly” could exist even in worlds, if such there be, in
which greed is not a fact.

A crucial property that the set of rules of any game must
have is that they be complete and consistent. They must be com-
plete in the sense that, given any proposal for action within the
game, they are sufficient for deciding whether that action is legal or
not. They must be consistent in the sense that no subset of the rules
will determine that a particular action is legal while at the same time
another subset determines that that same action is not legal.* A
purely abstract game is one whose rules imply no contact with the
real world, i.e., one that can be played out in the mind alone. Tour-
nament chess is not such a game, because its rules limit the amount
of time a player can devote to considering his moves. This mention
of time puts chess in contact with the real world and thus spoils the
purity of its abstractness. Apart form that condition, however, chess
is a purely abstract game. Another way to state the condition that
the rules of a game must be complete and consistent in the sense
here intended, is to say that no two referees faced with the same
game situation would fail to agree in their judgment. Indeed, “judg-
ment” is not the proper word, for their decision would be reached by
the application of logic only. It would, in effect, be nothing more
than a determined calculation, a logical process which could have
only one outcome.

There is only one kind of question that could reasonably be
given for adjudication to a referee of a purely abstract game. A
player could describe the game situation, say, the configuration of
pieces on a chess board before the disputed action was taken, and

* There are, of course, many games whose rules have never been proved to be either
consistent or complete in the sense here intended. When, in the playing of such games,
difficulties arise because of conflicting or incomplete rules, they are usually resolved by
amending the then-known rules. After a time, the so-amended set of rules are thought of as
being “classical.” (I owe this observation to Oliver Selfridge.)
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again after that action. His question must be whether or not it is
possible to get from the earlier configuration to the later one in one
“move.” A player might say, for example, “I had black in check and
he castled. Is he allowed to do that?”” Or, “I played a spade and he
trumped me with a heart, even though he had spades in his hand.
Can he do that?” For the rules of an abstract game say only what
game configurations can be reached from what other game configu-
rations in a single play or move, and, in some cases, what constitutes
a winning configuration. We can say this more technically if we
speak of a game configuration as a state of the game or, even more
simply, as a state, and of reaching a state from another state as a
state transition. Using this terminology, we may characterize the
rules of an abstract game as state-transition rules.

All games that are interesting to play have permissive state-
transition rules. The rules permit the player to make one of a some-
times large number of moves when it is his turn to play, except, of
course, in relatively rare forced-move situations. Were that not so,
the game as such would be pointless; its whole course, hence its
outcome, would be determined even before play began. Still, it may
be that the outcome, although determined, is not known to the
player, and that he desires to know it.

One may wish to know what time it will be, say 22 hours
after 9 o’clock in the morning. To find that out, one will have to play
a simple version of the mathematical game called “modular arithme-
tic.” One way to state the fundamental rule of that game is to say
that “x mod z” means the remainder when x is divided by z. In the
specific example at hand, our player would want to know what the
clock would read 22 hours after 9 o’clock, i.e., at 31 o’clock. His
problem would be to compute 31 mod 12. (The answer is 7 o’clock.)
But let us really make a game of this. The board consists of a set of
12 initially empty ashtrays arranged sequentially (see Figure 2.1). A
large number of pebbles is supplied. The player begins by placing as
many pebbles as “what time it is now”—9, in our example—in a
pile. He then adds to that pile the number of pebbles corresponding
to “the number of hours from now” he has in mind—22, in our
example. He then selects one pebble from the pile he has just made
and places it in the first ashtray. Then, taking another pebble from
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Figure 2.1. The ashtray game for telling time.

the pile, he places it in the next ashtray, and so on until he has either
exhausted the pile of pebbles or placed a pebble in the last ashtray.
If, when he reaches the latter state, his pile is not exhausted, he
repeats the procedure just described. He will eventually have ex-
hausted the pile he made initially. At this point, the last rule is
invoked, namely: if any of the ashtrays are empty, his answer is the
number of ashtrays that are not empty; if all ashtrays are empty, his
answer is 12 o’clock; but if all ashtrays have at least one pebble in
them, he take one pebble from each ashtray, and then proceeds to
apply the last rule again.

Of course, all this is merely a longwinded game for adding
two numbers and then dividing their sum by 12 by means of succes-
sive subtraction. The rules of the game are not permissive; they
don’t allow the player to choose the transition from one state of play
to the next from a number of alternatives. To the contrary, they
command precisely what he must do to make that transition. Such a
set of rules—that is, a set of rules which tells a player precisely how
to behave from one moment to the next—is called an effective pro-
cedure. The notion of an effective procedure, or “algorithm,” as it is
also called, is one of the most important in modern mathematics.
Not only is much of mathematics concerned with finding effective
procedures for doing all sorts of useful things, long division, for
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example, but there exist deep mathematical questions, having to do
with the fundamental nature of mathematics itself, that become stat-
able and attackable when formulated as questions about effective
procedures.

The definition of an effective procedure given above is de-
ceptively simple. The deception is in the words “tell a player.” A
player who undertakes to solve his time-telling problem by follow-
ing the rules I have just stated must first understand those rules. He
must know what it is to make a pile of pebbles, what an ashtray is,
how to tell when an ashtray is empty (suppose it contains ashes, but
no pebbles), and so on. He must, in other words, be able not only to
read the rules, but to interpret them in precisely the way [ intended
them to be interpreted. And if the rules are to tell a player “pre-
cisely” how to behave, then the rules must be expressed in a lan-
guage capable of making precise statements. Are cookbook recipes,
for example, effective procedures? They certainly attempt to tell a
cook what to do from one moment to the next. But then they are
generally, even usually, laced with phrases such as “add a pinch of
paprika,” “stir until consistent,” and “season to taste.” Would we
not all agree that such directions are far from precise? Yet we can
imagine a cooking academy that trains its students to such a high
standard of both performance and taste discrimination that even
such directions, vague as they are to the ordinary person, have a
precise and uniform meaning for them. That school’s recipes would
then seem to constitute effective procedures for its graduates,
though not necessarily for anyone else.

My characterization of an effective procedure as a set of rules
which tells a player precisely how to behave from one moment to
the next appears, then, to be defective, at least in that it can’t stand
on its own legs. Given a set of rules, say for baking a cake, we
appear to have no absolute criteria for determining whether it is or is
not an effective procedure. There would be no such difficulty, at
least not for cooking recipes, if two conditions were fulfilled: first,
that there exists a language in which precise and unambiguous
cooking rules could be stated; and, second, that all people are iden-
tical in every respect having anything to do with cooking. These
conditions are not independent of one another, for one way in which
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everyone would have to be like everyone else is that they would all
have to interpret the cooking language identically. But even the most
rigorous cooking academies do not demand that their students be-
come exactly like their master in all relevant respects. They hope
only that their graduates have learned to imitate the master chef in
his interpretation of recipes.

This display of modesty on the part of the senior faculties of
cooking schools serves us as an example from which we may learn
how to proceed along our own way. In order to give the notion
“effective procedure” autonomous status, we need a language in
which we can express, without any ambiguity whatever, what a
player is to do from one moment to the next. But allegedly effective
procedures may be written in languages, many of which are, unless
constrained by specially constructed rules, inherently ambiguous.

The problem that thus arises would be solved if there were a
single inherently unambiguous language in which we could and
would write all effective procedures. It would be sufficient if we used
that language, not for writing effective procedures we wish to ex-
ecute, but for writing rules for interpreting other languages in which
such procedures may actually be written. For if an agent competent
in only one language were given a procedure written in a language
strange to him, together with rules that dictate precisely how to
interpret statements in the strange language, then he could imitate
what the behavior of a speaker of the strange language would have
been had that speaker followed the given procedure. We need there-
fore some absolutely unambiguous language in which we can write
effective procedures and in terms of which we can state rules for
interpreting statements in other languages. Such sets of rules would
again have to be effective procedures, namely, procedures for the
interpretation of sentences of the language to which they apply. But
in what language are these rules to be written? We appear to have
entered an infinite regress. Had we such a language, and we shall see
that we can construct one, we could say of every procedure written
in an unambiguous language precisely what it tells us to do: do what
the imitating agent does. Hence every such procedure would have a
unique interpretation that is independent of the language in which
the procedure was originally written.
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I have, by virtue of my silence on the point, let stand the
impression that whenever I refer to languages I mean not only for-
mal languages like that of arithmetic, but also natural languages like
English and German. Indeed, I stated the rules of the time-telling
game in English but also mentioned arithmetic. Yet we demand of
the languages we have just discussed that they have unambiguous
rules of interpretation. We know that natural languages are notori-
ous for their ambiguity. Later on we will consider what it means to
“understand” natural languages in formal terms. But for the mo-
ment let us restrict our attention to formal languages.

A formal language is (again!) a game. Let us return briefly to
a consideration of the game of chess. It consists of a set of pieces, a
board having a certain configuration, a specification of the initial
positions of the pieces on the board, and a set of transition rules
which tells a player how he may advance from one state of the game
to the next. We have already noted that these rules are, except under
certain circumstances, permissive; they tell the player the moves he
may make, but don’t dictate what he must do. The fact that the
initial state of the chess game is specified is a peculiarity of chess,
not a reflection of a property of games generally. In poker, players
are dealt five cards each, but there is no specification for what these
cards must be. Of course, every game must be initialized somehow.
We may as well speak of the initialized game as being its starting
state, and then add, to the already existing state-transition rules of
the game, formation (as opposed to transformation) rules, sometimes
permissive as in poker and sometimes mandatory as in chess; forma-
tion rules tell how to transform that beginning state into what we
ordinarily think of as the initial state of the game, e.g., the cards
dealt out or the pieces set up on the board.

The “pieces” of a formal language are its alphabet, i.e., the
set of symbols which may be manipulated in the language. We may,
if we wish to preserve the analogy to chess, think of the paper on
which the symbols of the language are written as the “board,” but
that is not important. The transition rules of a formal language play
the same role for it as the transition rules of a game play for the
game: they tell a player how to move from one state of the game to
another. I said earlier that the only significant question that can be
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put to a game’s referee is whether a proposed move is legal or not.
Exactly the same is true for formal languages. However, with formal
languages, although strictly speaking only that one question is pos-
sible, it can take two different forms: first, “Is the proposed transi-
tion legal?” and second, “Is the configuration of symbols under con-
sideration an admissable expression in the language?” “May I castle
while my king is in check?” is a chess question of the first form. “Is
the board configuration here exhibited cne that could possibly be
reached by legal play?” would be a chess question of the second
form. For some board configurations that question is easy to answer.
Were we asked it about a board, for example, on which there were
eight white pawns and on which two white bishops occupied
squares of the same color, we would answer “No.” Similarly if we
found two kings of the same color on the board, and so on. But such
guestions are simply not asked by chess players. The reason for this
is that a chess game always starts from the standard board configu-
ration or is resumed from a position achieved by a temporarily sus-
pended game.

Many formal languages differ from chess in this respect.
High-school algebra—whose rules I will not detail here—has, for
example, transformation rules for factoring algebraic expressions;
e.g., ac + bc is transformed into (a + b)c by one such rule. But in
order for such rules to be applicable at all, the expressions to which
they are to be applied must first of all be legal (grammatical) expres-
sions (or sentences) in the language. The expression ac + bc + is
not a correct sentence in algebra and none of algebra’s transforma-
tion rules apply to it. If one is to play algebra, then, one must first set
up the board in a legal manner. One must know that an expression
beginning with a left parenthesis must somewhere be “closed” by a
matching right parenthesis, that operator symbols like “+ " must be
placed between two expressions, and so on.

A formal language is a game. That is not a mere metaphor
but a statement asserting a formal correspondence. But if that state-
ment is true, we should, when talking about a language, be able to
easily move back and forth between a game-like vocabulary and a
corresponding language-like vocabulary. Precisely that can be done.
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[ will describe a game in terms of a board, pieces, moves, and
so on, and finally develop the corresponding linguistic notions. My
purpose is to develop a very precise language on a very small alpha-
bet, moreover, a language whose transformation rules can also be
written using only that small alphabet. I will sketch the design of a
simple machine embodying those transformation rules. That ma-
chine will, of course, be able to play the game I described initially. I
will then write the rules of the game I have designed in a language
whose alphabet corresponds to the game’s pieces. It is that language
that is the game. Finally, I will, indicate how a second machine can
be designed to function as an interpreter of this new language. We
shall see where we go from there.

THE GAME
Equipment:

One roll of toilet paper.
Many white stones, five black stones, and an
ordinary six-sided playing die.

Initialization:

1. Roll out the toilet paper on the floor.
2. Put down stones as follows:

i. on an arbitrary square, one black stone;

ii. on successive squares to the right of the square holding the
black stone; as many white stones as you please, one to each
square;

ili. on successive squares continuing to the right, one black stone,
skip one square, one black stone;

iv. on successive squares continuing to the right, an arbitrary
number of white stones;

v. on the square to the right of the last white stone, one black
stone;

vi. finally, one black stone, the “marker,” above the square
holding the rightmost white stone.

3. Turn the die so that its one-dot side is facing upward, i.e., so that

it is showing “1.”

(An example of such a setup is shown in Figure 2.2.)
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Figure 2.2. The initial configuration of the game.

The Transformation Rules:

The marker stone is moved either one square to the left or one to the
right on each move. However, before each move, the stone under the
marker stone is replaced or removed according to the applicable rule. The
die may be turned to a new side after each move.

The rules govern: what kind of stone, if any, is to replace the stone
under the marker; what side of the die is to be turned up; and in
which direction the marker is to be moved. There are eighteen rules.
They all have the same form. Each of them describes an orientation
of the die, and a specific kind of stone or no stone at all under the
marker. The player must find the rule that corresponds to the exist-
ing game situation, i.e., the situation defined by what the die reads
and by what kind of stone, possibly no stone at all, is under the
marker. He is then to do what the rule tells him to do. Each rule says
to do three things:

l. Turn the die so that it reads the stated number.

2. Replace the stone under the marker by the kind of stone
specified—possibly by no stone at all.

3. Move the marker one square in the indicated direction.

Obeying a rule thus creates a new game situation. The player again
applies the rule then appropriate, and so on. When a rule tells him
to turn the die so that it will read “O,” the game stops.

The rules are given in the form of a table (Table 2.1). The
first two columns describe the conditions under which the corre-
sponding rule is applicable, and the remaining three columns of the
corresponding row tell what to do.
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Table 2.1. The Rules of the Game.

AND THE
STONE
IF THE UNDER THE THEN TURN THE REPLACE THE MOVE
DIE READS MARKER IS DIE TO STONE BY MARKER
1 none 3 white left
1 black 2 no stone left
1 white 1 white left
2 none 2 no stone left
2 black 3 no stone left
2 white 5 no stone right
3 none 3 no stone left
3 black 4 no stone right
3 white 5 no stone right
4 none 4 no stone right
4 black 1 black right
4 white 6 white left
5 none 5 no stone right
5 black 1 black right
5 white 1 white left
6 none 0 no stone right
6 black 0 black right
6 white 3 white left

Of course, just as Norwegian sardines in the Second World
War were not for eating but for buying and selling, so this game is
not for playing but for talking about. In order to be able to talk
about it more easily, let us change notation: instead of “black,”
“white,” and “no” stones, we will “X,” “1,” and “0,” respectively.
An initial board configuration is then

.. .000X11X0X111XO00. . .,

where “. . . means “and so on.” (Remember, the whole roll of toilet
paper contains “0,” i.e., no stones, initially.) The marker is really
only an aid to memory; it can be replaced by the player’s index
finger. I have here underlined the marked place. If we now interpret
rows of 1’s as numbers—"“111" means “3”—we can see that the X's
serve as punctuation, rather like quotation marks, enclosing two
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numbers. Given the above initial configuration, the play would end
with the configuration

...00011111XO00. . ..

This configuration may be interpreted as the sum of the two num-
bers initially presented. The game thus constitutes (although I
haven’t here proved it) an adding machine. The whole game is
shown in Table 2.2, in which the rightmost column gives the num-
ber displayed by the die.

As an example of an application of a rule, consider the tran-
sition from line 6 to line 7 in the game shown. Line 6 is

X11X00111X

with the die reading 2. The applicable rule must therefore say “If the
die reads 2 and a stone of kind X, i.e., a black stone, is under the
marker, then do such and such.” The fifth—and only the fifth—of
the given rules matches the conditions pertaining to line 6. It says to
do as follows:

1. Turn the die so that it reads 3.
2. Replace the black stone under the marker by no stone; i.e.,
remove the black stone.

3. Move the marker one square to the left.

After that rule has been followed, the board configuration of the
game is then the one displayed in line 7,

X11000111X,

and the die is left reading 3.

Now look at the play of this game as a whole, and notice
particularly how the marker shuffles back and forth. To aid the intu-
ition, think of the game being played on a field. The stones are very
heavy and the boy moving them must rest each time he moves from



Table 2.2. The Game.

STEP BOARD NEXT RULE
1 X11X0X111X 1
2 X11X0X111X 1
3 X11X0X111X 1
4 X11X0X111X 1
5 X11X00111X 2
6 X11X00111X 2
7 X11000111X 3
8 X10000111X 4
9 X10000111X 5
10 X10000111X 5
11 X10000111X 5
12 X10000111X 1
13 X10001111X 3
14 X10001111X 3
15 X10001111X 3
16 X10001111X 3
17 X00001111X 5
18 X00001111X 5
19 X00001111X 5
20 X00001111X 5
21 X00001111X 1
22 X00011111X 3
23 X00011111X 3
24 X00011111X 3
25 X00011111X 3
26 000011111X 4
27 000011111X 4
28 000011111X 4
29 000011111X 4
30 000011111X 6

55
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one position to the next. We can see the major outlines of his strat-
egy: He searches for the rightmost “1” of the left number (and finds
it in step 7) and then for a place to put it. To find that, he must find
the leftmost “1” of the right number (which he finds in step 11) and
replace its left neighbor by “1.” He continues in this fashion until he
runs into the leftmost “X,” a boundary marker, and concludes he is
done. Of course, he may not see this strategy. He carries the rules
with him and consults them between each move.

It is easy to see how we could build a machine to do this
work. We replace the roll of toilet paper with an ordinary reel of
magnetic tape, and the player with an ordinary tape recorder. Of
course, we have to change the rules a little: now the tape moves, not
a marker along the tape. Therefore whenever we specified a marker
motion to the left, we must now specify a tape motion to the right,
and vice versa. The three symbols we need can be represented by
three easily distinguishable tones. We install six relays in the tape
recorder to hold the information formerly conveyed by the die. (Ac-
tually, three relays would do, but imaginary relays are cheaper than
complicated explanations.) Let a very high tone stand for “X,” a
medium tone for “1,” and a very low tone for “0.” If we have re-
corded a tape to correspond to the initial configuration given in Ta-
ble 2.2, we can start the computation by placing the tape in the
machine so that the rightmost “1,” i.e., medium tone, is under the
read/write heads of the recorder and by seeing to it that relay 1 is
closed—because the die showed 1 initially—and that all other rule
relays are open. The circuitry of the machine is so arranged that:

If relay 1 is closed and if a high tone (X) is read, then the high
tone is removed by overrecording a low tone (“0”), the tape is
moved one square to the right (this effectively moves the recorder’s
heads, i.e., the marker, to the left), relay 1 is turned off (opened),
and relay 2 is turned on (closed).

This is a faithful translation of the second line of our original table
of rules. Similarly, every other one of our rules is translated into
tape-recorder terms. We then have an incredibly awkward adding
machine.
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The most important thing to notice about this machine is
that it is completely defined by the rules of the game as translated
into tape-recorder terms. Given those rules, it is an adding machine;
given some others, it would be some other kind of machine.

Now notice also that we needed only three distinguishable
symbols on our tape. We denoted them by “X,” “1,” and “0.” It
turns out that we can write our entire set of rules using only these
three symbols as well!

Let us speak of the “state” of the machine as being the num-
ber showing on its die, i.e., the number of the rule relay that hap-
pens to be on (closed). We now write the five parts of our rules in
the following sequence,

Current state, symbol under heads, next state, symbol to be
written, direction of tape motion,

and we adopt the following code:

1. “X” is a punctuation mark indicating the beginning and end of
an item of information. It is, in other words, a kind of bracket.

2. When we wish to indicate a number, we write the corresponding
number of 1’s.

3. In the context “Direction of tape motion,” “0”" stands for “left”
and “1” for “right.”

Using this code we may now transliterate the rules given in
Table 2.1 into the form shown in Table 2.3.

We have written these rules on separate lines, and we have
separated columns by blank spaces. No confusion could result if we
eliminated the blanks and concatenated the lines into one long
string of X’s, 1’s, and 0’s. That string would then constitute a com-
plete description of our adding machine!

We have now developed a notation in which we can describe
a machine. Its alphabet consists of the three symbols “X,” ““0,” and
“1.”” Of course, strings written in this notation would remain mean-
ingless unless we could also say how they are to be interpreted. To
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Table 2.3. The Rules of the Game.

SYMBOL NEXT SYMBOL DIRECTION

RULE UNDER RULE TO OF TAPE
NUMBER HEAD NUMBER WRITE MOTION
X1X X0X X111X X1X X1X
X1X XXX X11X X0X X1X
X1X X1X X1X X1X X1X
X11X X0X X11X X0X X1X
X11X XXX X111X X0X X1X
X11X X1X X11111X X0X X0X
X111X X0X X111X X0X X1X
X111X XXX X1111X X0X X0X
X111X X1X X11111X X0X X0X
X1111X X0X X1111X X0X X0X
X1111X XXX X1X XXX X0X
X1111X X1X X111111X X1X X1X
X11111X X0X X11111X X0X X0X
X11111X XXX X1X XXX X0X
X11111X X1X X1X X1X X1X
X111111X X0X XX X0X X0X
X111111X XXX XX XXX X0X
X111111X X1X X111X X1X X1X

do this, it would be sufficient to describe a machine—or, better yet,
to build one—that would take as its input the two streams of infor-
mation consisting of, first, the properly encoded description of our
adding machine, and, second, an initial configuration of X’s, 0’s, and
1’s on which the so-described adding machine is to operate. These
two so-called strings of symbols could, of course, be put on a single
tape. Once we have such a machine, we are entitled to call our
system of notation a language, for we will then have an embodiment
of its transformation rules.

In one of the greatest triumphs of the human intellect, the
English mathematician Alan M. Turing proved in 1936 that such a
machine could be built and even showed how to build it.! He actu-
ally proved much more—but of that, more later. [ cannot here de-
scribe a machine built according to Turing’s principles in any great
detail, but I must say a few words about it.
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Imagine again a tape recorder such as the one we used for
our adding machine. Again it has a set of relays capable of repre-
senting its states. This time, because the machine is much more
complicated than our adding machine, there are many more states to
be represented and hence more relays—but that is a detail. The tape
we give our new machine has the following layout; reading from
right to left:

a section containing the description of our adding machine
in the notation we have developed;

a section containing the data on which the adding machine
is to work, for example, “X11X0X111X";

a section that can store the current state of the “adding
machine”;

an arbitrarily long section of “blank” tape, i.e., a section
containing 0’s.

The information on the tape then has the following structure:

blank | current current data machine
tape state symbol description

To see how the machine works, one need only pretend that
one has been given a description of the adding machine, the relevant
data set, and a few conventions, such as that the adding machine
always starts off in state 1 and that the “X” at the extreme right of its
data set is a marker indicating the beginning of data to the left. That
plus some scratch paper. This is precisely what the machine has. It
shuttles the tape back and forth, reading data, making marks on its
scratch tape, and inspecting the machine-description portion of its
tape for information on what to do next. It thus slowly, very slowly,
but step by step and utterly faithfully, imitates our original adding
machine, i.e., the machine described to it on its tape. This machine
then truly embodies the rules telling how to interpret the strings of
X’s, 1’s, and 0’s we have given it.
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A machine of the kind we have been discussing, i.e., a ma-
chine that shuttles a tape back and forth, reading and changing
marks on a square of tape at a time and going from one state into
another, and so forth, is today called a Turing machine. Such a
machine is completely described when, for every state it can attain
and for every symbol that can be under its reading head, the de-
scription states what symbol it is to write, what state it is to go into,
and in which direction it is to move its tape. We can stipulate, as a
matter of convention, that every such machine always start in its
first state, call it state 1, and with the tape so positioned that its
rightmost symbol is under the read/write head. We happened here
to use a language whose alphabet consists of the three symbols we
used to describe our adding machine. Had we been more generous,
i.e., had we permitted ourselves the use of a larger alphabet, our
machine could have been simpler, in the sense of having fewer
states. On the other hand, the rules would have been more compli-
cated. There are, then, many possible realizations of our adding ma-
chine—at least one for every substantially different alphabet we
could have chosen. The minimum size of an alphabet we could use
is two—an adding machine such as ours would have to have many
states to operate with such a restricted alphabet. The minimum
number of states such an adding machine would have to have is
two—but this machine would have to operate on a large alphabet.

There is an important difference between the two machines
we have been discussing: our adding machine is a special-purpose
machine. It can add any two numbers, but it can do nothing else.
The second machine requires as input an encoded description of
some machine and a data set on which the described machine is to
operate. In effect, the machine description it is given is a program
which transforms the second machine into the machine it is to imi-
tate. The question naturally arises “What kinds of machine can be
imitated in this way?”’

[ have illustrated what I mean by a formal language, namely:
an alphabet; a set of formation rules that determine the format of
strings of symbols constructed on that alphabet, that constitute legal
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expressions in the language; and a set of transformation rules for
such expressions. [ have also said that it is possible to construct
machines that embody such transformation rules and that can there-
fore execute procedures represented in the corresponding languages.
Beyond that, | have discussed a machine that accepts descriptions of
other machines and is capable of imitating the behaviors of the de-
scribed machines. We have thus gained an idea of what is meant by
imitation in the present context. Note carefully that I have never
alluded to translation of one language to another. Our imitating
machine does not first translate the transformation rules we gave it,
i.e., the encoded description of our adding machine, into its own or
any other language. It consults—we use the word “interpret”—that
set of transformation rules each time it must decide what the ma-
chine it is imitating would do. It thus makes many moves for every
move the imitated machine would have made.

My aim, for the moment, is to put a firm foundation under
our concept of effective procedure. We wish for a single language in
terms of which effective procedures can be expressed, at least in the
sense that we can describe all our procedural languages in that lan-
guage and thus give our procedures unique interpretations. We can
now see that the transformation rules of languages can be embodied
in machines. My task is therefore reduced to showing that a unique
alphabet, and a language on that alphabet, can be found in which we
can indeed describe all languages in which we may want to write
procedures.

We can design a language whose alphabet consists of only
two symbols, say, “0” and “1,” in terms of which we can describe
any Turing machine. Now we have seen that a language consists of
more than an alphabet, just as a game consists of more than the
pieces with which it is played. Its transformation rules must also be
given. In the present context I intend the transformation rules of the
language | have in mind to be embodied in a Turing machine similar
to the imitating machine we have already discussed. | am saying,
then, that there exists a Turing machine that operates on a tape
containing only 1’s and 0’s and that is capable of imitating any other
Turing machine whatever. This so-called universal Turing machine
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is, as are all Turing machines, describable in terms of a set of quin-
tuples of the form with which we are already familiar, i.e.,

(current state, symbol read, next state, symbol
written, direction of tape motion),

and these quintuples, in turn, may be written in the language that
that Turing machine is designed to accept. The universal Turing
machine is consequently capable of accepting a description of itself
and of imitating itself.

In fact, one can design many languages with the same two-
symbol alphabet, i.e., many universal Turing machines embodying
rules of transformation on strings of these two symbols. And one
can, of course, enlarge the alphabet and design many universal Tur-
ing machines corresponding to each such enlargement. But it is the
principle that interests us for the moment, namely, that

there exists a Turing machine U (actually a whole class of ma-
chines) whose alphabet consists of the two symbols “0” and “1”
such that, given any procedure written in any precise and unam-
biguous language and a Turing machine L embodying the transfor-
mation rules of that language, the Turing machine U can imitate
the Turing machine L in L’s execution of that procedure.

This is a restatement of one of the truly remarkable results that
Turing announced in his brilliant 1936 paper.

There are many existence proofs in mathematics. But there
is a vast difference between being able to prove that something ex-
ists and being able to construct it. Turing proved that a universal
Turing machine exists by showing how to construct one. We have to
remember that Turing did this monumentally significant work in
1936—about a decade before the first modern computers were actu-
ally built. Modern computers hardly resemble the machine Turing
described. Many have, for example, the ability to manipulate many
magnetic tapes simultaneously and, even more importantly, most
are equipped with very large information stores. The storage mecha-
nism of a modern computer is functionally like a set of relays, each
of which can be either on (closed) or off (open). A set of ten such
relays can take on 1,024 different states. It is not uncommon for a
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modern computer of moderate size to have more than a million such
elementary storage components, and thus to be able to take on
2100000 gtates, That is an unimaginably huge number. (The Earth, for
example, weighs much less than 219 pounds.) Still, in principle,
every modern computer is a Turing machine. Moreover, every mod-
ern computer, except for very few special-purpose machines, is a
universal Turing machine. And that, in practice, means that every
modern computer can, at least in principle, imitate every other mod-
ern computer.

There is still one more hole to be plugged. For even granting
that, in effect, any computer can do what any other computer can
do, there remains the question of what computers can do at all, i.e.,
for what procedures one can realize Turing machines, hence Turing
machines imitable by universal Turing machines, and hence imita-
ble by modern computers. Turing answered that question as well: a
Turing machine can be built to realize any process that could natu-
rally be called an effective procedure.

This thesis, often called Church’s thesis after the logician
Alonzo Church, who formulated it in a framework different from
Turing’s, cannot be proven, because it involves the word “natu-
rally.” In a sense, we are stuck in a logical circle; any process we can
describe in terms of a Turing machine is an effective procedure, and
vice versa. What lends real intuitive strength to the idea, however, is
the fact that several radically different and independently derived
formulations of the idea of “effective computability” have all been
shown to be equivalent to computability in Turing’s formalism and
hence to one another. As M. Minsky remarks; “Proof of the equiv-
alence of two or more definitions always has a compelling effect
when the definitions arise from different experiences and motiva-
tions.””2

But even though we must rely on our intuition as to what
may “naturally’”” be called an effective procedure, we are now on
firm ground in being able to say precisely and unambiguously what
an effective procedure tells us to do. At least in principle, we can
encode the alphabet of the language in which the procedure is writ-
ten, using only the two symbols “0” and “1.” We can then transcribe
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the rules that ronstitute the procedure in the new notation. Finally,
we can given some universal Turing machine that operates on the
0,1 alphabet the transformation rules of the procedure’s language in
the form of suitably encoded quintuples. The given procedure tells
us to do what the so-instructed universal Turing machine does as it
imitates the “machine” we have described to it. If we understand
how a Turing machine operates at all (and such understanding in-
volves very little knowledge, as we have seen), and if we have a
description of the universal Turing machine we appealed to, then we
know what the procedure tells us to do in detail.

Such a way of knowing is very weak. We do not say we
know a city, let alone that we understand it, solely on the basis of
having a detailed map of it. Apart from that, if we understand the
language in which a procedure is written well enough to be able to
explicate its transformation rules, we probably understand what
rules stated in that language tell us to do.

But such objections, valid as they are, miss the point. Tur-
ing’s thesis tells us that we can realize, as a computer program, any
procedure that could “naturally” be called an effective procedure.
Therefore, whenever we believe we understand a phenomenon in
terms of knowing its behavioral rules, we ought to be able to express
our understanding in the form of a computer program. Turing
proved that all computers (save a few special-purpose types that do
not concern us here) are equivalent to one another, i.e., are all uni-
versal. Hence any failure of a technically well-functioning computer
to behave precisely as we believe we have programmed it to behave
cannot be attributed to any peculiarity of the specific computer we
have used. Indeed, the fault must be that we have been careless in
our transcription of the behavioral rules we think we understand
into the formal language demanded by our computer, or must be in
the initial explication, in any form, of what we had in mind when we
believed we understood, or must be that our understanding is defec-
tive. The last is most often the case. I shall say much more about that
later. For now, we need note only that the defect in our understand-
ing can take two forms:

First, although our theory may be on the whole correct, it
may contain an error in detail. We wrongly assert, for example, that
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if this and that is true, then so-and-so follows. Our mental processes,
lulled perhaps by the sheer eloquence of the argument we make to
ourselves, often permit us to slide over such errors without the
slightest disturbance. The computer is, however, very unforgiving in
this respect. It follows the logic we have given it. That logic may lead
to very different consequences than do mental processes contami-
nated by wishes to reach certain outcomes. Indeed, one of the most
cogent reasons for using computers is to expose holes in our think-
ing. Computers are merciless critics in this respect.

Second, the defect in our understanding may be that, al-
though it is true that we understand, we are still not able to formal-
ize our understanding. We may, for example, be able to predict with
very great confidence what an animal will do under a large variety of
circumstances. But our predictive power, great and reliable as it may
be, may rest on intuitions that we are simply unable to adequately
explicate. Yet we may be driven to force our ideas into a formal
mold anyway. A computer program based on a formal system so
derived is certain to misbehave. The trouble then is not merely that
the theory it represents contains certain errors in detail, but that that
theory is grossly wrong in what it asserts about the matters it con-
cerns. It is not always clear which defect one is confronted with
when a computer one has programmed misbehaves. There is usually
enormous motivation to believe that one’s theories are all right on
the whole, and that, when they don’t work well, there must be some
error in detail that can easily be patched up. I shall have more to say
about such matters later.

We have used the idea of the universality of computers in
the foregoing. We must now ask whether the universality of com-
puters implies that they can “do anything.” This is really the ques-
tion “Can anything we may wish to do be described in terms of an
effective procedure?” The answer to that question is “No.”

First, there are certain questions that can be asked and for
which it can be proved that no answers can be produced by any
effective procedure whatever. We may, for example, be interested to
know whether some machine we have designed, say, our adding
machine, will halt once started with a particular data set. It would be
convenient if we had a testing machine which could, for any ma-
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chine and any data set appropriate to it, tell us whether that machine
operating on the given data set would ever halt. No such machine
can be built. This and many other such “undecidable” questions
therefore impose some limit on what computers can do. Of course,
this is a logical limitation, which constrains not only electronic com-
puters but every computing agent, human and mechanical. It has
also to be said that the whole set of undecidable questions is not
terribly interesting from a practical point of view; all such questions
are vastly general. If we had some specific computation about which
we wanted to know whether or not it would ever terminate, we
usually could design a procedure to discover that. What is impossi-
ble is to have a machine—or, what is the same thing, an effective
procedure—that will make that discovery for any procedure in gen-
eral.

Second, an effective procedure may be capable of making
some calculation in principle, but may take such a long time to
complete it that the procedure is worthless in practice. Consider the
game of chess, for example. Given the rule that a game is terminated
if the same board configuration is achieved three times, chess is
certainly a finite game. It is therefore possible, in principle, to write
a procedure to generate a list of all games, move for move, that could
possibly be played. But that computation would take eons to com-
plete on the fastest computers imaginable. It is therefore an example
of an impractical procedure. Indeed, we have discussed procedures
up to this point as if the time they take to do their work, i.e., to
complete their computational task, were irrelevant. Such an attitude
is appropriate as long as we are in the context of abstract games. In
practice, of course, time does make a difference. We must note in
particular that, when one computer is imitating another, it must go
through many time-consuming steps for every single step of the
imitated computer. Were that not so, we would strain to build the
cheapest possible universal Turing machine and, since it could imi-
tate every more expensive machine, it would soon drive all others
from the market.

Third, we may write a procedure realizable by a Turing ma-
chine, hence an effective procedure, but one whose rules do not
include an effective halting rule. The procedure, “beginning with
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zero, add one, and, if the sum is greater than zero, add one again,
and so on,” obviously never stops. We could substitute “if the sum
is less than zero, stop, otherwise add one again” for “if the sum is
greater than zero, add one again” in that procedure and thus provide
it with a halting rule. However, a computation following that proce-
dure would never encounter the halting rule, i.e., the corresponding
Turing machine would never fall into the state corresponding to
“sum less than zero.” The procedure is therefore, in a sense, defec-
tive. It is not always easy, to say the very least, to tell whether or not
a real procedure written for real computers is free of defects of this
and similar kinds.

Finally we come to the most troublesome point concerning
what computers can and cannot do. [ have said over and over again
that an effective procedure is a set of rules which tells us in precise
and unambiguous language what to do from one moment to the
next. | have argued that a language is precise and unambiguous only
if its alphabet and its transformation rules can themselves be expli-
cated in precise and unambiguous terms. And I have repeated
Church’s (and Turing’s) thesis that, to every such explication of
whatever language, there corresponds a Turing machine that can be
imitated by a universal Turing machine. | have asserted further that
virtually every modern computer is a universal Turing machine.
Leaving to one side everything having to do with formally undecid-
able questions, interminable procedures, and defective procedures,
the unavoidable question confronts us: “Are all the decisionmaking
processes that humans employ reducible to effective procedures and
hence amenable to machine computation?”

We have seen that the very idea of an effective procedure is
inextricably tied up with the idea of language. Isn’t it odd that I
could have spent so much time discussing language without ever
alluding to meaning? The reason I have been able to avoid confront-
ing the concept of meaning is that I have been discussing only for-
mal languages or, as | have said, abstract games. Not that meaning
plays no role whatever in such language games. It does. But this role
is entirely subsumed in the transformation rules of the language.
Recall that in algebra we may transform ac + bcinto (a + b)c. We
are entitled to say that the two expressions mean the same thing, or,
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to put it another way, that the transformation we have employed
preserves the “value” of the original expression. In still other terms,
were we to substitute numbers for a, b, and c, the two expressions
would both produce the same result upon execution of the indicated
arithmetic operations. (This last is, by the way, not a property of all
algebras. Elementary algebra has been deliberately designed so that
its transformation rules are consistent with those of the formal lan-
guage we call arithmetic.) It is a property of formal languages, in-
deed, it is their essence, that all their transformation rules are purely
syntactic, i.e., describe permissable rearrangements of strings of
symbols in the language, including replacements of symbols and
introductions of new symbols—e.g., “)” and “("—independent of
any interpretation such symbols may have outside the framework of
the language itself. One can, for example, do pages of algebraic
transformations, following the rules of algebra blindly, without ever
having to know that one may substitute numbers for lowercase let-
ters but not for parentheses, in other words, without ever giving any
interpretations to the symbols one is dealing with. The same is not
true for natural language. Consider the English sentence: “I never
met a man who is taller than John.” It may be transformed into “I
never met a taller man than John.” This transformation clearly pre-
serves the meaning of the original sentence. But if we apply the
same transformation rule to “I never met a man who is taller than
Maria,” and get “I never met a taller man than Maria,” it no longer
works. The rule we have applied is not purely syntactic. It concerns
itself not merely with the form of uninterpreted strings of symbols,
but with their meanings as well.

We have seen that, at a certain level of discourse, there is no
essential difference between a language and a machine that embod-
ies its transformation rules. We have also noted that, although the
laws of which abstract machines are embodiments need not neces-
sarily be consistent with the laws of the physical universe, the laws
embodied by machines that interact with the real world must per-
force be a subset of the laws governing the material world. If we
wish to continue to identify languages with machines even when
discussing natural language, then we must recognize that, whatever
machines correspond to natural languages, they are more like ma-
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chines that transform energy and deliver power than like the ab-
stract machines we have been considering; i.e., their laws must take
cognizance of the real world. Indeed, the demands placed on them
are, if anything, more stringent than those placed on mere engines.
For although the laws of engines are merely subsets of the laws of
physics, the laws of a natural-language machine must somehow cor-
respond to the inner realities manifest and latent in the person of
each speaker of the language at the time of his speaking. Natural
language is difficult in this sense because we have to know, for
example, to what “values” of X and Y we can apply the transforma-
tion rule that takes us from “I never met an X who is taller than Y”
to “I never met a taller X than Y.” It is clearly not a rule uniformly
applicable to uninterpreted strings of symbols.

This difficulty is even deeper than may be at first apparent.
For it is not even possible to define the domain of applicability of
this rule—and there are many like it—by, say, using lists of male
and female nouns, pronouns, and names to suitably amend the rule.
Consider a variation of the very example [ have cited, namely, the
sentence “I never met a smarter man than George.”” Imagine a detec-
tive story in whose first chapter it becomes clear that the sought-
after criminal must be someone who is pretending to be something
he is not. The master detective unmasks the imposter in Chapter 10,
say. The purpose of Chapter 11 is to explain to the reader who has
not been able to infer the detective’s conclusions from the clues
provided throughout the book, just how the detective came to iden-
tify the guilty person. In Chapter 11, then, the detective explains that
he overheard Mr. Arbothnot make the remark “I never met a smart-
er man than George” at a literary tea at which the work of the
English author George Eliot was being discussed. Mr. Arbothnot had
gained an invitation to that tea by persuading his hostess that he was
an authority on nineteenth-century English literature. The detective
reasoned that anyone who knew anything about English letters
would know that George Eliot was a pseudonym for Mary Ann
Evans, a lady. Mr. Arbothnot’s remark was therefore “ungrammati-
cal,” in somewhat the same way that the mathematical expression
x/y is ungrammatical whenever y=0; hence Mr. Arbothnot could
not be what he claimed to be.
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A good detective story, perhaps we should say a “fair” one,
is one that gives the reader all the information necessary to discover
the truth, e.g., who did it, before explaining how the detective made
his deductions. The whole point of a detective story is often just the
disambiguation of what one of its characters said in its early parts.
The very possibility of spotting an ambiguity, hence of knowing that
it requires disambiguation, hence the possibility of solving the mys-
tery, depends on the reader’s knowledge of the real world and on
the property of natural language that its rules apply to strings of
symbols interpreted in real-world contexts. A story of the kind we
have discussed cannot be understood in solely formal terms. Inter-
estingly enough, neither can its first chapter be translated into
another language without the translator’'s knowledge and under-
standing of Mr. Arbothnot’s fatal mistake, without, that is, an un-
derstanding reading of the denouement provided in the last chapter.

We will return later to considering the role that context plays
in understanding natural language—whether by humans or by ma-
chine. For now our concern is still with the narrower question—at
least narrower as it is here construed—of the convertability of hu-
man decisionmaking processes into effective procedures, hence into
computable processes.

There are, of course, human decisionmaking processes that
can be described clearly and unambiguously even in natural lan-
guage. | have described games here both in natural language and in
terms of machine designs that I again described in natural language.
Indeed, we could not understand a Turing machine or an effective
procedure cast in Turing machine terms, i.e., as a program for some
universal Turing machine, without first understanding what it
means for one square on a tape to be adjacent to another, what it
means to read and write a symbol or a square of tape, what it means
for a tape to be moved one square to the right or left, and so on.
What is so remarkable is how incredibly few things we must know
in order to have access, in principle, to all of mathematics. In ordi-
nary life we give each other directions, i.e., describe procedures to
one another, that, although perhaps technically ambiguous in that
they are potentially subject to various interpretations, are, for all
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practical purposes, effective procedures. They rest at bottom on ex-
tremely widely shared vocabularies whose elements, when they ap-
pear in highly conventionalized contexts, have effectively unique in-
terpretations. Most professional and technical conversations avail
themselves of such vocabularies almost exclusively. The problem of
converting such procedures into effective procedures in the technical
sense, i.e., into programs for Turing machines, is fundamentally one
of formalizing the knowledge base that underlies the conventional
interpretation of their vocabularies. The more highly standardized
these vocabularies are, and the more restricted the context in which
they are used, the more likely that this problem can be solved. For,
after all, if each symbol of a set of symbols has an effectively unique
interpretation in a certain context, and if strings of such symbols are
transformed only by rules that themselves arise out of that context,
then no question of giving each symbol an interpretation arises in
any formal sense at all. A language so constrained is effectively a
formal language. Its rules are therefore potentially realizable by a
Turing machine.

But then there remain the many decisions we make in daily
life for which we cannot describe any decisionmaking process in
clear language. How do I decide what word to write next? Perhaps
our incapability in this respect is due entirely to our failure till now
to come to an adequate understanding of human language, the
mind, the brain, and symbolic logic. After all, since we can all learn
to imitate universal Turing machines, we are by definition universal
Turing machines ourselves. That is, we are at least universal Turing
machines. (Even a physically realized Turing machine is not a mere
Turing machine; it may, for example, be a bookend or a paperweight
as well.)

We join Michael Polanyi in saying that we know more than
we can tell.? But in so saying we have come full circle. Our question
is, “What can one tell computers?” We have taken telling to mean
giving an effective procedure. And the question we are presently
entertaining is, “Can anything we may wish to do be described in
terms of an effective procedure?” To now assert that there are things
we know but cannot tell is not to answer the question but to shift
our attention from the concept of telling, where until now we have
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tried to anchor it, to that of knowing. We shall see that this is a very
proper and a crucially important shift, that the question of what we
can get a computer to do is, in the final analysis, the question of
what we can bring a computer to know. It shall preoccupy us for
much of the rest of this work.

For the moment, let us recall that | have already raised that
issue; earlier I said that to have a map of a city is not to know the
city. Similarly, to be able to tell the rules of chess is not to know
chess. The chess master knows more than he can tell. | am not
saying here (although I believe this to be true) that we can never find
a way to explicate the whole of his knowledge of chess; I say only
that we have in this an example of knowledge that is effective even
though not presently tellable. Were it true that no chess master’s
knowledge of chess is fully tellable, would that imply that no com-
puter could ever play master-class chess? Not at all. We shall, as I
have said, deal with such questions in what follows.



3

HOW COMPUTERS WORK

As seen from one strictly formal point of view, modern com-
puters are simply Turing machines that operate on an alphabet con-
sisting of the two symbols “0” and “1” and that are capable of
taking on an astronomical number of states. But this is like saying
that, because both bicycles and modern passenger aircraft are vehi-
cles for transporting people, they are formally identical. The modern
computer differs from the Turing machines we have been discussing
both in the way it is constructed and the way it is instructed.

Many people know that a computer can compare their
names as imprinted on credit cards with names somehow stored
inside the computer. Yet most people believe computers are funda-
mentally machines that can do arithmetic on a grand scale, i.e., that
they are merely very fast automatic desk calculators. Although this
belief is defensible on strictly formal grounds, it is much more use-
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ful to recognize that a computer is fundamentally a symbol manipu-
lator. Among the symbols it can manipulate are some that humans,
and in a certain sense even computers, interpret as numbers. Still,
most computers spend much, even most, of their time doing nonnu-
merical work.

To justify what I have just said, I must say something about
symbols and their interpretation. And, in order to do that, I must
also explain how symbols may be represented, especially inside
computers.

Let us, at least for now, restrict our attention to symbols used
to compose text. These are the uppercase and lowercase letters of
the English alphabet, punctuation marks, and such special symbols
as those used in mathematics, for example, parentheses, and addi-
tion and equality signs. The blank (or space) also counts as a distinct
symbol. Were that not so, we would have a hard time writing sen-
tences composed of individual words. Books composed of strings of
only these symbols can make us laugh and cry, can tell us the his-
tory of philosophy, of an individual, or of a nation, and can instruct
us in many diverse arts, including that of mathematics. In particular,
they may teach us how to construct algorithms, i.e., effective proce-
dures, and they may also give us sets of rules that constitute algo-
rithms. Thus, however informal a notion of what information is we
may appeal to, we must agree that the symbols we mean to discuss
here are capable of carrying information. How are symbols repre-
sented and manipulated in computers?

Suppose that the alphabet with which we wish to concern
ourselves consists of 256 distinct symbols, surely enough to include
all the symbols to which [ have alluded. Imagine that we have a deck
of 256 cards, each of which has a distinct symbol of our alphabet
printed on it, and, of course, such that there corresponds one card to
each symbol. How many questions that can be answered “yes” or
“no” would one have to ask, given one card randomly selected from
the deck, in order to be able to decide what character is printed on
that card? We can certainly make the decision by asking at most 256
questions. We can somehow order the symbols and begin by asking
if it is the first in our ordering, e.g., “Is it an uppercase A?” If the
answer is “‘no,” then we ask if it is the second, and so on. But if our
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ordering is known both to ourselves and to our respondent, there is
a much more economical way of organizing our questioning. We ask
whether the character we are seeking is in the first half of the set.
Whatever the answer, we will have isolated a set of 128 characters
among which the character we seek resides. We again ask whether it
is in the first half of that smaller set, and so on. Proceeding in this
way, we are bound to discover what character is printed on the
selected card by asking exactly eight questions. We could have re-
corded the answers we received to our questions by writing “1”
whenever the answer was “yes” and “0” whenever it was “no.” That
record would then consist of eight so-called bits each of which is
either “1” or “0”. (When speaking in terms of decimal notation for
numbers, we refer to the numbers 0, 1, . . ., 9 as digits. But our
notation permits us only the two symbols “0” and “1”; we refer to
them as bits.) This eight-bit string is then an unambiguous represen-
tation of the character we were seeking. Moreover, each character of
the whole set has a unique eight-bit representation within the same
ordering.

There do, in fact, exist widely agreed upon conventions for
ordering just such a set of characters and for their individual encod-
ings. (That these conventions are not universally agreed to need not
concern us here, at least not for the moment.) In recent years the
specific coding scheme used in computers manufactured by the IBM
company has become very nearly a worldwide industry standard.
Within that convention an eight-bit string representing a character
(of a 256-character alphabet) is called a byte and a chain of four
bytes a word.

We have seen that any text can be represented as a string of
1’s and 0’s. To do any useful work on information encoded as bit
strings, we must be able to manipulate them in some orderly way,
i.e., to play games with them. We now know the pieces of the games
we may wish to play. All that remains is to state rules. But before we
come to that, let me say a few words about the electrical representa-
tion and manipulation of bit strings.

We may say about any wire that an electric current is flow-
ing in it or not. Consider a wire connected to a source of electric
power and a suitably connected switch. When the switch is closed,
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current flows through the wire, otherwise not. Suppose that the
switch is connected to a mechanism that opens and closes it regu-
larly; say, the switch is closed for one second, then open for one
second, and so on. We may then speak of the flow of electricity on
the wire as a pulse train (see Figure 3.1.) An ordinary electric door-
bell is a pulse generator. When power is supplied to it, i.e., when the
bell button is pushed, a switch is closed. Current flowing through a
wire causes the bell’'s hammer to move, opening the switch. The
switch is then again closed, and so on.

A modern computer is, of course, fundamentally an electrical
device, just as an electric doorbell is. When we push a bell button,
we think of the bell as being “on,” even though it, in a sense, turns
itself on and off while the button remains depressed. An operating
computer may be thought of as being similarly on and turned on
and off by a train of pulses such as we have discussed. Conceptually,
then, a computer’s time is divided into two kinds of intervals, a
quiescent interval during which it is, in a sense, “off,” and an active
interval during which anything that is to happen must happen. In
effect, the regular pulse train we have discussed acts as a clock. A
state of “no current” on the wire carrying that train signals the
quiescent period, and current on it signals the active period.

To conceptualize what goes on inside a computer, think of a
railway map, representing the entire rail network of a continent, in
which the actual rail lines are represented by wires. Each railway
station is represented by a pair of little neon bulbs. When we look at
this network of wires and bulbs during a quiescent interval, we
notice that some bulbs are lit and others are dark. During the next
active period some of the lit bulbs go off, some dark ones go on, and
some remain as they were. That’s all. Then there is another quies-
cent period. There was no flickering of bulbs during the active inter-
val. Each bulb either remained as it was or changed its state exactly
once, i.e., turned off if it was on or turned on if it was off.

i L

Figure 3.1. A pulse train of square waves.
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The device we have conceptualized as a pair of neon bulbs is
an electronic circuit consisting of two identical components. Each
component is capable of circulating an electric current indefinitely,
i.e., of in effect holding a pulse. However, only one of the pair may
hold a current at any one time. Two wires lead into the device, one
to each component. When, during an active period, a wire transmits
a pulse to a component that is not then circulating a current, a
current is induced in it and the current circulating in the other half
of the device is shut off. This device is thus able to flip and flop
between two states; either one of its halves is “on” and the other
“off” or vice versa. It is therefore called a flip-flop. Each of its com-
ponents also has a wire emanating from it, and each wire will, of
course, carry a current, i.e., a pulse, during an active period when the
half of the flip-flop corresponding to it is “on.” The function of a
flip-flop in a computer circuit is to “remember” on which of its two
sides a pulse last impinged. It is a one-bit information-storage de-
vice.

We now have another way of saying what goes on inside a
computer during an active period: Many flip-flops change state. But
the function of a computer is to manipulate information, not merely
to transmit it from place to place. And information manipulation is,
as we have already observed, fundamentally a matter of transforma-
tion. Now any single wire leading from a side of one flip-flop to that
of another can carry at most one pulse during a single active interval.
Therefore, whatever transformations are to be achieved during an
active interval must be results of electrical operations, not on
streams of pulses following one another in time, but on a line of
pulses advancing in parallel.

Suppose there were an enormous telephone network in
which each telephone is permanently connected to a number of oth-
er telephones; there are no sets with dials. All subscribers constantly
watch the same channel on television, and whenever a commercial,
i.e., an active interval, begins, they all rush to their telephones and
shout either “one” or “zero,” depending on what is written on a
notepad attached to their apparatus. They also listen for what is
being shouted at them, and write either “one” or “zero” on their
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pads, depending on what they hear. A telephone may be a transmit-
ter to several receivers at once, and it may also be a receiver for more
than one transmitter. Yet the signal reaching each receiver must be
an unambiguous “one” or “zero.” There must therefore be operators
(actually, electronic devices), placed along the wires connecting re-
ceivers to one another, whose function is to compose a single signal,
“one” or “zero,” from possibly many incoming signals. These de-
vices are called gates.

Let us describe three different kinds of gates, each with a
distinct function. The simplest is one that, when it receives a “zero”
transmits a “one” and vice versa. This is the NOT gate. Its function
is described by the formulas

NOT(©) = 1,
NOT(1) = o.

A common schematic representation for it is shown in Figure 3.2. It
has one input, here labeled A, and one output, here labeled B.

Figure 3.2. A NOT gate.

The AND gate has two inputs and one output. It transmits
‘one” if and only if its two inputs are both “one”; otherwise it
transmits “zero.” Its function is described by the formulas

‘

AND(0,0) = 0,
AND(0,1) = 0,
AND(1,0) = 0,
AND(1,1) = 1.

Its common schematic representation is shown in Figure 3.3.
The OR gate also has two inputs and one output. It transmits
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A

B

Figure 3.3. An AND gate.

“one” whenever either or both of its inputs are “one”’; otherwise it
transmits “‘zero.” Its formulas are

OR(0,0) = 0,
OR(O,1) = 1,
OR(1,0) = 1,
OR(1,1) = 1.

Its common schematic representation is shown in Figure 3.4.

Figure 3.4. An OR gate.

The highly motivated reader may wish to trace pulses
through the system of gates shown in Figure 3.5, which represents a
circuit whose components are AND, OR, and NOT gates and whose
function is to arithmetically add two binary digits.

(Binary addition is like decimal addition, only much simpler.
The decimal sum of 2 and 3 is 5. The decimal sum of 7 and 8 is also
5 but there is also a “carry” of 1, which is added to whatever the sum
of the next column to the left is. In binary arithmetic, there are only
two digits, 0 and 1. The addition rules are very simple, namely,

0+ 0=0,
0+1=1,
1+0=1,

1+ 1 = 0and carry 1.
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The one-bit binary adder shown therefore has three inputs, A, B,
and C, and two outputs, S and D. A and B represent the two bits to
be added, and C any carry that may have been produced by a similar
adder to the right, so to say, of the one shown here. S is the sum
produced, and D the carry.)

A B C

=
No

—
[=)

D S

Figure 3.5. A one-bit adder with carry-in and carry-out. (Figures 3.2-3.5
from D. C. Evans, “Computer Logic and Memory,”
Copyright © 1966 by Scientific American, Inc. All rights
reserved.)

It is really not necessary for the reader to trace pulses going
through this adder. The important thing is to understand that com-
binations of the three simple gates we have described are capable of
realizing transformation rules on information. Notice also that we
enclosed the whole circuit in a box. This box has three inputs (A, B,
and C) and two outputs (S and D), and is itself a unit. We have
combined simple components to make a more complex component.
We could now combine, say, 32 of these adders and form a 32-bit
adder. And that would then be a single component. Both the con-
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struction and the instruction of computers is just such a process of
making bigger things out of smaller things.

Let us return for a moment to our image of interconnected
telephones, but this time with the realization that gates intervene in
conversations (if we may call them that) among subscribers. We can
now imagine the three subscribers A, B, and C picking up their
telephones at the appropriate time and shouting “1,” ““0,” and “0,”
respectively. If they are connected to the subscribers S and D by the
circuit we have shown, the S will hear “1” and D will hear “0,” and
each will write what he hears on his notepad. Of course, in real
computers all these “subscribers” are flip-flops, and the broadcast
periods are extremely short. In computers, then, results of computa-
tions, i.e., of information transformations, performed during active
periods are stored in flip-flops. There they survive quiescent periods
in order to become available for further transformation during sub-
sequent active periods.

I have already suggested that one-bit adders may be com-
bined to form, say, 32-bit adders. The inputs to such an adder would
be two sets of 32 flip-flops each—the carries are internal to a multi-
stage adder—and the output again a set of 32 flip-flops. Each of
these sets may be said to contain a 32-bit binary number during
quiescent periods. Each would of course have to be an ordered set,
i.e., one in which there is a first bit, a second bit, and so on. Such a
set of flip-flops is called a register. It is another example of an aggre-
gation of more elementary components. But may we say about any
n-bit register that it contains an n-bit number? No, at least not un-
conditionally; for what interpretation may be placed on a bit string
residing in a register depends on what components are wired to that
register, hence what operations may be performed on its contents. If
a particular pair of registers is connected only to components that
perform arithmetic operations, i.e., if the computer treats the infor-
mation stored in them only as numbers, then they are numbers—at
least while they are being manipulated within the computer. To
appreciate that the symbols that occur in natural language are sub-
ject to similar constraints, one need only consider this very sentence,
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in which the word “one” is a number in one place, a word in an-
other, and an uninterpreted character string in a third.

An operating computer is engaged in playing an elaborate
and very complicated game. After each quiescent interval it makes a
move. The contents of many registers are transported to other regis-
ters much as chess pieces are moved over the chess board. But in the
computer a great many pieces, bits, are moved at once and, what is
most important, individual bits and sets of bits are transformed
while on their journey from place to place.

I have already mentioned the fact that in many computers
sets of eight bits are aggregated into bytes. An eight-bit register is a
physical embodiment of this conceptual aggregation. Computers
contain many registers that are connected to one another by combi-
natorial gating networks of the kind I have described. The entire set
of these registers and of the logical networks that unite them consti-
tutes, in a sense, the computer. This set is the machine, often called
the computer’s central processing unit (CPU), that actually performs
logical symbol manipulation during each of the computer’s active
periods. The total configuration of states of its individual flip-flops
constitutes the state of the computer in a sense strongly analogous to
what I meant when earlier [ spoke of the state of a Turing machine.

A Turing machine of the kind we discussed earlier gets the
information on which it is to operate from a tape. It must read and
write this tape sequentially, one symbol at a time. A modern com-
puter, on the other hand, stores much of the information it manipu-
lates internally. The computer’s internal-storage device consists of a
very large array of eight-bit registers, possibly a million or more of
them. These are arranged in a definite order, somewhat like the
mailboxes in the lobby of a large apartment house. The registers are
numbered serially, beginning with 0, 1, and so on. A register’s num-
ber is called its address. Since each register has a unique address,
one can speak of a register’s address quite independently of its con-
tents, i.e., the state of its eight flip-flops, and vice versa. Now imag-
ine an array of apartmenthouse mailboxes that is equipped with
exactly one combination lock. In order to take anything from a spe-
cific mailbox or put anything into it, one must first set that mailbox’s
address into the lock. The computer’s store has just such a device. It
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is, of course, a register. (A 20-bit register would be sufficient to
address 1,048,576 boxes.) It is useful to think of this address register
as part of the computer’s CPU, even though it is connected to both
the computer’s store and its CPU. But to see it as part of the latter
helps to visualize that its contents are themselves machine-manipu-
lable. They may, for example, be intermediate results in some long
chain of arithmetic computation and may be used as, in effect, ordi-
nal numbers.

The addressability of a modern computer’s store is one of its
most important properties. To appreciate the enormous difference
addressability makes just to the way one searches a store, consider
the following problem. A certain town has fewer than 10,000 tele-
phone subscribers. The telephone directory for that town lists all
subscribers alphabetically and, of course, gives their respective tele-
phone numbers. But it also lists each subscriber’s serial position in
the directory. For example:

1 Aaban, John 369-6244

1423 Jones, William 369-0043

We wish to know whether the last four digits of any subscriber’s
telephone number are the serial number of any other subscriber
whose telephone number similarly corresponds to the first subscrib-
er’s serial number. Given the listing shown for Jones above, for ex-
ample, is there a listing of, say,

43 Baker, Max 369-1423

which would meet these conditions?

A simple way to solve the problem is to look at each listing
beginning with the first, and see if it and the listing with the serial
number corresponding to the last four digits of its telephone number
constitute a pair of the kind we are seeking. The answer is “yes” if
we find one such pair, and “no” if, after inspecting the whole set, we
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find no such pair. The worst case we could have encountered is that
in which no pairs exist. Then we would have looked at every listing
at most twice. But suppose the telephone directory were recorded on
a tape of the kind required by the Turing machines we have de-
scribed. Then, even apart from tape motion associated with book-
keeping functions, every listing would need to be scanned many
more times than twice. The very first listing in our example would
require that we look at it, at the 6242 listings between it and the
6244th listing, and at the 6244th listing itself. In classic Turing ma-
chines such a tape would not be merely passed over between rel-
evant listings, but each listing would actually have to be inspected
and interpreted. The same principle accounts for the anger some
people feel when told they are mentioned in a large book that unfor-
tunately has no index. They must then face the prospect of having to
read the whole book.

This telephone directory example illustrates not so much
that addressability increases the efficiency of searches, but that it
can, under some circumstances, help avoid the need to search at all.
For had we specified a particular subscriber and asked whether he is
paired with another in the way we indicated, that question could
have been answered directly and without searching through irrele-
vant data. [s Mr. Aaban so paired, for example? To find out we look
directly at subscriber number 6244. If the last four digits of his tele-
phone number are “0001,” then yes; otherwise no.

With this in mind, let us look back at the quintuples that
define some Turing machine T and thus constitute a program for a
universal Turing machine that is to imitate T. Recall that the general
form of such a quintuple is

(present state,
present symbol,

next state, new svmbol

Y ’ direction).

In general, a Turing machine in a certain state, say, 19, and scanning
a certain symbol, say, “1,” must read through all quintuples in its
program, constantly asking, so to say, whether the particular quintu-
ple (rule) it is currently reading is the one that applies to state 19.
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When it finds the one appropriate to its state and to the symbol it is
then scanning, it rewrites that symbol, moves its tape, and (possibly)
changes state. Then the search begins again. If, however, the quintu-
ples were recorded in an addressable store, then the search for the
appropriate quintuple could be avoided or at least reduced in length.
Suppose, for example, that all the quintuples associated with a par-
ticular state required, say, 100 bytes of storage space and that the
first one is stored beginning in register 1000. Then the set corre-
sponding to state 19 would be stored beginning in the register num-
bered 1000 + (19 — 1) X 100, i.e., register 2800. The whole notion
of state is thus transformed into that of address, at least in this
context.

In real computers, data too are recorded in the computer’s
addressable store. This innovation allows us to eliminate as well the
restriction that only a datum immediately adjacent to one presently
being scanned may be immediately accessible. To begin to see how
addressability is used in the composition of real computer programs,
let us look at a small but realistic problem.

We want to compute the square roots of numbers. (That is,
given a number, say, 25, we want to know what number, when
multiplied by itself, will produce the given number. The square root
of 25 is 5, because 5 X 5 = 25.) We assume we have a faithful
(human) servant who will tirelessly obey every instruction we give
him. We know an algorithm for computing square roots of positive
numbers. Given the number n, we compute its square-root as fol-
lows:

1. First we make a guess, always the same one, namely, 1.

2. We then arrive at a better guess by:
(a) multiplying the old guess by itself;
(b) adding the given number n to that product; and
(c) dividing that sum by twice the old guess.
(No less an authority than Isaac Newton proved that this
computation always yields a better guess, unless, of course,
the previous guess was already the correct solution.)

3. If the difference between the old guess and the better guess is
small enough for our purposes, then we accept the new guess.
Otherwise we compute a still better guess.
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We justify this procedure as follows.

Suppose we wish to find the square root of 25 and we take
our initial guess to be, say, 4. We know that this is too small, since 4
X 4 = 16. If we divide the number originally given, that is, 25, by
our guess, then the quotient will be larger than the result we are
seeking, which is 5 in this example. That quotient and the guess we
have made therefore bracket the result we seek. If we then take the
average of the two, we will get another guess, moreover, one that is
closer than the guess on which it was based. We may iterate on this
formula until we get a result as close to the correct one as we please.

Our servant, however, is not terribly bright. He has worked
with tax forms that require one to calculate this-and-that and to
write it on line so-and-so or in box such-and-such. We have there-
fore made up the worksheet shown in Table 3.1, namely, one based
on such procedures. Our servant works in a little cubicle that has an
input slot and an output slot. As soon as a slip of paper with a
number written on it appears in the input slot, he begins to work
furiously. When he finishes he writes his result on a paper and puts
it in the output slot. His only initial instruction is to start by obeying
the instruction on line 101 of the worksheet and, unless he encoun-
ters an instruction to the contrary on the worksheet itself, to con-
tinue obeying the instructions in the sequence in which they are
written. He would, by the way, be well-advised to write only in
pencil and to have a good eraser at hand; he must use what little
space is given him for writing on the worksheet over and over again.
(The reader should not attempt to carry out an example computation
on the worksheet to the bitter end. He may, however, profit from
carrying it out sufficiently far to generate, say, two better guesses for
the square root of 25.)

Notice the important role box A plays. It is in effect a register
that contains intermediate results of computations. Notice also that
no individual instruction refers to more than one line number. In-
structions that have this property are called single-address instruc-
tions. We can perform, say, additions—which, of course, require two
operands—by first storing one operand in box A, then adding the
other operand to the contents of box A, and leaving the sum again in
box A. Lines 121, 123, and 124 serve as temporary storage registers.

Finally, notice that the instructions and the storage of intermediate
results are so organized that a worksheet once used may be used
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again. On second and subsequent uses, box A and lines 121, 123,
and 124 will contain numbers irrelevant to the new task. But these
numbers will not interfere with the newly started computation. In

Table 3.1. Directions for computing square roots.

101
102
103
104
105

106
107
108

109

110

111
112

113
114

115

116
117
118
119
120
121
122
123
124
125

Get number from input slot and write it on line 121.
Copy contents of line 122 into box A.
Copy contents of box A onto line 123.
Copy contents of line 123 into box A.

Add contents of line 123 to contents of box A, and write result in
box A.

Copy contents of box A onto line 124.
Copy contents of line 123 into box A.

Multiply contents of box A by contents of line 123, and write
result in box A.

Add contents of box A to contents of line 121, and write result in
box A.

Divide contents of box A by contents of line 124, and write result
in box A.

Copy contents of box A onto line 124.

Subtract contents of line 123 from contents of box A, and write
result in box A.

Copy the absolute value of box A into box A.

Subtract contents of line 125 from contents of box A, and write
result in box A.

If contents of box A are greater than zero, begin work with line
118.

Put contents of line 124 in output slot.
Stop.

Copy contents of line 124 into box A.
Copy contents of box A onto line 123.
Begin working with line 105.

0

1.0

0

0

.001

Box A
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this we followed a quite universally accepted programming practice:
whereas many public washrooms display a sign urging users to leave
the room as they found it, we adopt just the opposite conventi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>